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Abstract 

Despite the recent developments in AI, ethical questions arise when consumers contemplate how 

their data is being treated. This paper develops a conceptual model building on the theory of 

acceptance, risk, trust, and attitudes towards AI to understand the drivers that lead consumers to 

accept AI, considering consumers' ethical concerns. The model was empirically tested with 200 

consumers of AI marketing services. The findings reveal that perceived risk significantly impacts 

attitudes toward AI, ethical concerns, and perceived trust and suggest a significant association 

between perceived risk, ethical concerns, and social norms. This research provides important 

theoretical and managerial implications for the ethical aspects of AI in marketing by highlighting 

the ethical and moral questions surrounding AI's acceptance. 
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1- Introduction 

Artificial intelligence (AI) has led to changes in several domains, such as marketing strategies, business models, 

customer service, and behaviors [1, 2]. For example, marketers adopt AI to better understand and anticipate what 

consumers want and, consequentially, make optimal decisions and improve the lifetime value of customers [3], 

representing the potential to reduce costs and increase revenues [4, 5]. 

While AI has reshaped the customer experience [6], employees and consumers resist adopting it [2, 7]. These concerns 

with AI appear to be well-founded, as the progress in AI's capacity has become more evident over the years [8]. AI is an 

agent capable of undertaking progressively difficult cognitive tasks, demonstrating a solid ability for data analysis, 

learning from, and autonomous decision-making [9]. Companies have increasingly relied on AI's predictive capabilities 

to build ultra-customized services that enhance engagement, relevance, and satisfaction [10]. Nevertheless, such great 

capacity of AI has quickened exaggerated views on the subject and its potential to impact consumers' daily lives [11]. 

Past research on the acceptance of AI has revealed that consumers tend to prefer human labor to AI [12] and fear that AI 

is unethical [1, 13]. 

One of the potentialities of AI is better predicting what customers want [14]. Recent developments in AI enable the 

automation of consumer chores and provide personalized content through the emergence of big-data-driven and micro-

targeting marketing offerings [15], contributing to consumers' efficient decision-making. However, if AI can 

substantially predict their preferences, consumers can also understand it as a loss of autonomy with ethical implications 

for their choices and evaluations [16]. Although AI can be viewed as a neutral instrument to be assessed based on 

efficiency and accuracy, this approach ignores the societal and individual issues that might arise when AI is applied [17]. 
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Furthermore, there is a lack of regulation in the field [18], generating ethical and moral questions [19]. Thus, this research 

adds to the literature by drawing attention to the ethical and moral dilemmas regarding AI's theories of user acceptance. 

In order to do so, it sheds light on the ethical aspects involving consumers' trust, risk, and attitude toward AI. 

Furthermore, while prior studies only assessed individuals' levels of acceptance and satisfaction regarding AI [20], this 

study includes ethical aspects in the theoretical model, testing how AI might affect consumers' perceptions. 

By doing so, this research contributes to the marketing and ethics literature, at least in two significant ways. First, it 

contributes to research on acceptance theory [20, 21] by considering the ethical implications of the interaction with AI. 

Second, this research adds to recent studies on consumers' interaction with new technologies [1] by providing a more 

nuanced perspective on how ethical considerations can impact society and consumers' risks and perceptions of AI. 

2- Literature Review 

2-1- Artificial Intelligence and Technology Acceptance 

Over time, researchers have been trying to understand and explain end users' adoption and acceptance of AI [9, 22, 

23]. Nowadays, customers rely more on Artificial Intelligence and are willing to sacrifice their autonomy and control 

over circumstances to receive better services and more precise choices [1]. Hence, researchers have focused their studies 

on understanding what impacts these developments might have on humans. Muller [24, 25] particularly concentrated his 

studies on predicting AI's future and its ethical risks. For instance, AI could only become harmful by how it is used, 

meaning that if used for the sole purpose of consumer benefits or how it might benefit the organization [26]. Conversely, 

humans can be biased when analyzing large amounts of data [27]. The theoretical background of artificial intelligence 

is presented in Table 1. 

Table 1. Theoretical background on Artificial Intelligence 

Topic Research Reference 

Customer experiences in the 
age of artificial intelligence 

A theoretical model drawing on the trust-commitment theory and service quality mode. The findings 

indicate the significant role of trust and perceived sacrifice as factors mediating the effects of perceived 
convenience, personalization, and AI-enabled service quality and also reveal the significant effect of 

relationship commitment on AI-enabled customer experience. 

[1] 

Data privacy: Effects on 

customer and firm 

performance 

A field study with actual customers of 15 companies across three industries demonstrates consistent effects 

across four types of customer data vulnerability. It confirms that violation and trust mediate the effects of 

data vulnerabilities on outcomes. 

[19] 

User acceptance of 
information technology: 

toward a unified view 

The paper makes several recommendations for future research, including developing a deeper 
understanding of the dynamic influences studied here, refining the measurement of the core constructs used 

in UTAUT, and understanding the organizational outcomes associated with new technology use. 

[21] 

Risks of Artificial 

Intelligence 

The book evaluates predictions of the future of AI, proposes ways to ensure that AI systems will be 

beneficial to humans, and then critically evaluates such proposals 
[24] 

Ethics of Artificial 

Intelligence and Robotics 

Provides a general explanation of the ethical issues, outlines existing positions and arguments, then 

analyses how this plays out with current technologies, and finally, what policy consequences may be drawn 
[25] 

AI4People 

Introduces the core opportunities and risks of AI for society; presents a synthesis of five ethical principles 
that should undergird its development and adoption; and offers 20 concrete recommendations – to assess, 

develop, incentivize, and support good AI – which in some cases, may be undertaken directly by national 

or supranational policymakers, while in others may be led by other stakeholders. 

[26] 

Right/Wrong: How 

Technology Transforms Our 
Ethics 

Juan Enriquez reflects on the evolution of ethics in a technological age. He points out that, contrary to 

common wisdom, technology often enables more ethical behaviors. Technology challenges old beliefs and 
upends institutions that do not grow and change. 

[28] 

Patience Is Not a Virtue: The 

Design of Intelligent Systems 

and Systems of Ethics 

The paper takes a functionalist stance that ethics is the set of behaviors that maintain a society. It explores 
the basis of sociality and autonomy to explain moral intuitions concerning AI systems. 

[29] 

Ethical Artificial Intelligence 
- An Open Question 

The paper briefly analyses the concerns and potential solutions to solve the ethical issues presented and 
increases awareness of AI safety as another related research interest. 

[30] 

Artificial intelligence and life 
in 2030: One hundred year 

study on artificial intelligence 

A long-term investigation of the field of Artificial Intelligence and its influences on people, their 
communities, and society. It considers the science, engineering, and deployment of AI-enabled computing 

systems. 

[31] 

You look Like a Thing and I 

Love You 

Consumers rely on AI for recommendations, translations, and to put cat ears on users' selfie videos daily. 
They also trust AI with matters of life and death, on the road and in hospitals. But how smart is AI? The 

book shows how these programs learn, fail, and adapt and how they reflect the best and worst of humanity. 

[32] 
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Over the last decade, several core theories in technology acceptance have been developed to better explain user 

acceptance of information systems like AI. First, the Theory of Reasoned Action (TRA) is considered one of the most 

fundamental theories explaining human behavior. This theory seeks to explain what influences and drives consumer 

behavior by predicting it based on two premises: the attitude toward the behavior—the positive or negative feelings of 

the individual influencing their behavior—and subjective norms, which are described as the perception of how peers 

believe that they should or should not behave [33, 34]. 

Second, the Theory of Planned Behaviour (TPM) predicts behavioral intentions to engage in a specific behavior at a 

specific time and place. Compared to the TRA, TPM evaluates another factor – Perceived Behavioural Control [21]. The 

authors postulate that behavior is under volitional control. TPB considers important factors influencing behavior 

intention and adoption: attitude, subjective norms, and perceived behavior control [34, 35]. 

Third, the Technology Acceptance Model (TAM), the theory presented by Fred Davis in 1986, is an adaptation of 

TRA specifically tailor-made for users' information system technology acceptance. The theory aims to explain why users 

decide to adopt technologies or not by evaluating several factors that influence their decision. However, in this case, the 

authors excluded attitude from the primary factors [21]. TAM was developed to predict the adoption of IT systems by 

evaluating when and how users will use them, assessing the perceived ease of use, which explains if the use of the system 

will not present many difficulties; Perceived Usefulness, which indicates the extent to which the individuals believe that 

the system will help improve their tasks; and how they influence the behavioral intention [36]. 

Finally, the Technology Acceptance Model (TAM 3) is an evolution of the previous model. Venkatesh et al. [21] kept 

investigating the world of IT systems' acceptance. Regardless, technology adoption still poses a barrier for several 

organizations due to the system's complexity and how it became central to organizational operations. The low adoption 

of systems causes severe losses to organizations. This theory focuses on the factors that influence perceived usefulness 

and perceived ease of use that leads to behavioral intention [37]. 

In summary, although core theories of acceptance were developed, the context of new information systems has raised 

concerns about data and privacy, especially with the implementation of AI [38-40]. However, none of the previous 

theories included ethical concerns in their models. 

2-2- Artificial Intelligence and Consumers' Ethical Concerns 

Consumer AI experience, according to Puntoni et al. [17], includes four types of interactions, namely, data capture, 

where consumers endow individual data to AI; classification, when consumers receive AI's personalized predictions; 

delegation, when AI substitutes the consumers in some tasks; and, finally, social, when consumers communicate with 

AI. Hence, the diversity of interactions consumers might have with AI throughout the day is countless [10]  

With the advance in technology and computing capabilities, companies must adapt to developments. Adapting to and 

adopting them for daily tasks and products brings a new way of creating value for the customer and the company itself 

[41]. With the help of AI technologies such as machine learning, voice recognition, and natural language processing, 

enterprises make better and more precise decisions [42]. For instance, a content recommendation system such as Netflix 

that uses big data for behavioral targeting provides consumers with choices, they are likely to enjoy without the effort 

of having to sift through all the content to find their preferences. This facet allows users to discover their current choice 

and others they might be interested in. This capability would not be possible if it were not for these new techniques [16] 

As prior research suggests [43-45], several technologies have quickly replaced human decision-making by providing 

better inputs. This innovation implies that customers may benefit from the outcomes of decisions made by digital 

assistants, which efficiently match personal preferences with accessible possibilities without suffering from the cognitive 

and affective fatigue that decision-making can cause [16]. Nevertheless, research tells us that consumers can also derive 

pleasure from their own decisions, and when they feel that they do not have that ability, it can lead to adverse reactions 

and consequences, impacting the quality of choice and consumer satisfaction [46]. 

As shown, there are conflicting feelings about the development and deployment of AI, and ethical challenges and 

opportunities rise [47]. Past research has highlighted the role of trust and perceived sacrifice to better understand AI-

Enabled customer experiences. Some studies highlight major sacrifices such as the lack of human interaction, loss of 

privacy, loss of control, time consumption, and possible negative feelings where trust plays a crucial role [48, 49]. 

Ethical issues regarding AI go beyond the accumulation of data and concerns the use of information to manipulate 

behavior, whether online or offline, in a way that manipulates self-will and conscious choice. For example, with enough 

data and interaction, an algorithm can target a specific individual and present them with the right inputs that could likely 

influence their behavior [25]. Companies take advantage of this to maximize their profits by exploiting behavioral biases, 

deceptions, and addiction generation. The ethical concerns stem not only from advertising and the message delivered to 

customers but also overconsumption and purchase addiction resulting from its application [50]. The idea is to use 

machines to detect patterns humans cannot see and aid marketers in decision-making [51]. 
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Depending on the researcher's judgment, there is no clear understanding of what would be ethical [52]. Ethical 

decision-making involves evaluating moral awareness and issues that occur by recognizing their existence and 

identifying their circumstances [53]. AI, in compliance with ethics, brings major benefits, preventing the misuse and 

underuse of technology. It brings perks by enabling organizations to take advantage of social values that can help to 

identify what would be morally acceptable by society. Conversely, it helps companies anticipate and possibly avoid 

costly mistakes from actions that might be considered unethical or unacceptable [26]. A group of researchers believes 

that what they call Ethics' dual advantage can only work in an environment of trust and clear responsibility. People are 

more prone to accept technologies if the benefits that come with them are higher than the possible risks [26]. Consumers 

believe that all they do is driven and motivated by their selves, not a sum of all the inputs they are exposed to. 

Developments in technologies such as AI promptly enable AI to have more responsibilities in decision-making and 

act alone on matters. Thus, it increases the concern about safety and human benefits [54]. The perceived risk that comes 

with it is enhanced, making people question whether some machines should be doing what they do and if such 

technologies should be developed. People begin to question whether machines will outsmart humans [24]. 

2-3- Conceptual Model and Hypotheses Development 

As mentioned in the previous section, consumer behavior models have undergone several changes. Based on the first 

TAM model and considering other factors: Ethical Concerns, Trust, and Risk, this paper analyzes how those variables 

influence consumer behavior toward using AI and their perception. 

H1. Attitude toward AI is negatively impacted by perceived risk. 

A person's attitude towards something is understood by their positive or negative feelings about the performance of 

the target behavior [20]. Nowadays, companies can collect consumer data in almost every interaction of consumers' daily 

lives. They use information consumers intentionally provide or collect from the "shadows" consumers leave behind in 

their daily lives. This process can result in a feeling of exploitation by consumers despite AI's capacity to forecast and 

meet preferences, primarily because they are unaware of AI's operating principles [17].  

Even though consumers are willing to share some of their personal information and, therefore, accept some level of 

risk. The truth is that they are not yet in a state where they can understand what personal information companies can 

collect and in what ways it is used. Therefore, consumers believe there is some probability of suffering a loss in 

interacting with AI [19, 55]. 

H2. Attitude toward AI positively influences perceived usefulness. 

Decision-making is not always easy for consumers. When presented with several options, they tend not to know what 

to choose and abstain from them [56]. AI can better predict what customers want [14] by helping firms expect what they 

will buy (Davenport et al. [4]), representing an opportunity for consumers to make their choices more effortless, practical, 

and efficient and reducing their search costs [8]. AI and its applications master big data processing to tailor suggestions 

to certain offerings or actions, leading to easier and less exhausting processing for humans [57].  

As technology continues to expand and consumers' perceived need for using AI shifts, the role of AI continues to 

develop. The way consumers perceive the usefulness of a system or the benefits they might gain with it is highly impacted 

by attitudes and positive feelings toward them [23]. 

H3. Perceived risk influences perceived trust. 

Consumers sometimes feel exploited when interacting with AI. These consumers' perceptions come mostly from how 

AI operates, namely, through intrusive and avoidable data acquisitions, how information is aggregated over time and 

across contexts, and the lack of transparency and associated regulation [17, 58]. 

Regardless, data is useless if humans do not know how to retrieve information from it. On the other hand, data holds 

the insights needed for decision-making. Decisions are essentially made based on instincts, years of experience, and their 

domain, but sometimes this might differ from what is appropriate for the moment. Studies have shown that trusting 

beliefs influence the perceived risk and the trust itself reduces uncertainty, which is assumed to be similar to risk [59]. 

Perceived risk and trust are crucial factors in consumers' behavior and the adoption and usage of AI. However, most 

individuals do not understand how the process works and, thus, blindly trust AI and companies. However, a lack of trust 

and understanding hinders AI adoption [55]. 

H4. Ethical concerns are higher when there is a higher perceived risk. 

According to Foxman and Kilcoyne, privacy risks and control influence consumers' perceptions of privacy 

violations [60]. Almost all consumers have a digital footprint, which, with time, only becomes more extensive and 



Emerging Science Journal | Vol. 7, No. 2 

Page | 317 

accurate about their behavior and preferences. Just by having a presence online, consumers lose their anonymity. 

Brands can easily access consumers' information on those platforms. Consumer perceptions of privacy depend on two 

factors [60]: knowledge and control. For instance, when they post something on social media, companies can access 

this, thus collecting the consumers' information to provide better products or services. On the other hand, consumers 

have limited knowledge of how their information is used overall, causing a loss of control [61]. This data capture 

experience that consumers undergo makes them lose and perceive a loss of personal control, fueled by a lack of 

transparency [62]. Not surprisingly, this raises deep ethical concerns about AI, such as AI biases, ethical/moral 

judgment, and cybersecurity [47]. 

H5. Social norms are influenced by perceived trust. 

Social Norms correspond to an expectation about the appropriate behavior that occurs in the group individuals 

are part of [20]. Trust, on the other hand, is based on the person's belief about the characteristics of another person 

[63]. 

 Research has found trust useful in adopting new technologies and social norms, significantly predicting consumers' 

willingness to interact with AI devices [64, 65]. 

H6. Social Norms are positively influenced by ethical concerns. 

As products and services empowered by AI become more present in consumers' lives, the mixed feelings associated 

with AI technologies also grow, especially due to the inherent challenges [47], radically influencing what society 

perceives as being ethical in the new landscape [28]. 

H7. Social Norms have positive effects on Perceived Usefulness. 

Supporting routine decisions with AI helps with the accuracy of potential outcomes. Humans can be biased when it 

comes to analyzing data. However, due to its ability to efficiently deal with large amounts of data, AI mitigates possible 

biases and extends explanations beyond humans' perceptions [27]. 

The conceptual model considered in this study is shown in Figure 1.  

 

Figure 1. Conceptual Model 

3- Materials and Methods 

A questionnaire based on constructs previously studied by authors such as Venkatesh & Davis [66] was designed to 

test the model. Quantitative research was conducted to evaluate the previously stated hypotheses to examine consumers' 

perceptions of AI and its effects on them. 

The survey was distributed on Qualtrics to anyone with some knowledge in the field. In other words, anyone who has 

had or has contact with any AI tool. A brief explanation of the concept, including the terms used in the survey, was 

given. Respondents were also required to answer demographic inquiries. 

3-1- Measurement 

The measurement items came from previous studies on individuals' acceptance of technologies, featuring studies from 

Venkatesh & Davis [66], Rahman [67], Yang & Jolly [68], Taylor & Todd [69], and others listed in Table 2. Multiple 

items were used to measure each factor. A seven-point Likert scale with anchors ranging from "Strongly disagree" to 

"Strongly agree" and from "Completely unlikely" to "Very likely" was used for each item. 
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Table 2. Measurement Items 

Construct Item Measurement Item  Reference 

Perceived Trust 
PT1 I feel I can rely on the AI tool to do what it is supposed to do 

[65] 
PT2 I believe the AI tool provides accurate information 

Perceived Usefulness  

PU1 Using the AI product would improve my daily work performance  

[66] 
PU2 Using the AI product would help my daily work 

PU3 Using the AI product would enhance effectiveness in my daily work 

PU4 I would find the AI product useful in my daily work 

Attitude  

A1 Use of the AI product in everyday life would be bad/good  

[67] 

A2 Use of the AI product in everyday life would be useless/useful 

A3 Use of the AI product in everyday life would be desirable/ undesirable 

A4 Use of the AI product in everyday life would be ineffective/ effective 

A5 Use of the AI product in everyday life would be unpleasant/ pleasant 

A6 Use of the AI product in everyday life would be irritating/likable 

A7 Use of the AI product in everyday life would be helpful/ worthless 

Subjective Norms/Social Influence  

SN1 People who influence my behavior would think that I should use the AI product 

[23, 68] 
SN2 People who are important to me would think that I should use the AI product 

SN3 People around me will take a positive view of me using the AI product 

SN4 People around me would think that I should not use the AI product 

Perceived Behavioural Control  

PBC1 Using the AI product is entirely within my control  

[67, 69] 
PBC2 I have enough ability to use the AI product  

PBC3 I do not have the necessary knowledge to use the AI product 

PBC4 I have the resources, knowledge, and ability to use the AI product 

Behavioural Intention BI1 I intend to recommend that other people use the AI product [67] 

Perceived Value 

PV1 Compared to the fee I would need to pay; the AI product offers value for money 

[23, 70] 
PV2 Compared to the effort I would need to put in, the AI product is beneficial to me 

PV3 Compared to the time I would need to spend; the AI product is worthwhile to me 

PV4 Overall, the AI product delivers good value 

4- Results and Discussion 

4-1- Sample Characteristics 

The research sample comprised 50.2% male and 44.2% female respondents aged between 21 and 47 years. 

Regarding education, most respondents (89) had a bachelor's degree, and the second highest group (58) held a 

master's degree (Tables 3 to 5). The survey was conducted from November 2020 to June 2021. The survey was 

distributed online and mainly on a university campus. Out of 215 respondents, 200 completed the questionnaire 

entirely. 

Table 3. Gender (Questionnaire respondents) 

  Frequency Percent Cumulative Percent 

Valid  6 2.8 2.8 

 Female 95 44.2 47 

 Male 108 50.2 97.2 

 Other 6 2.8 100 

 Total 215 100  
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Table 4. Education (Questionnaire respondents) 

  Frequency Percent Cumulative Percent 

Valid  9 4.2 4.2 

 Bachelor's Degree 89 41.4 45.6 

 High School Degree (or equivalent) 19 8.8 54.4 

 Less than High School Degree 15 7 61.4 

 Master's Degree 58 27 88.4 

 Some College 25 11.6 100 

 Total 215 100  

Table 5. Age (Questionnaire respondents) 

  Frequency Percent Valid Percent Cumulative Percent 

Valid 14 1 0.5 0.5 0.5 

 16 7 3.3 3.4 3.9 

 17 2 0.9 1 4.9 

 18 10 4.7 4.9 9.8 

 19 3 1.4 1.5 11.3 

 20 7 3.3 3.4 14.7 

 21 18 8.4 8.8 23.5 

 22 39 18.1 19.1 42.6 

 23 33 15.3 16.2 58.8 

 24 17 7.9 8.3 67.2 

 25 14 6.5 6.9 74 

 26 11 5.1 5.4 79.4 

 27 10 4.7 4.9 84.3 

 28 3 1.4 1.5 85.8 

 30 2 0.9 1 86.8 

 31 3 1.4 1.5 88.2 

 32 6 2.8 2.9 91.2 

 34 6 2.8 2.9 94.1 

 35 1 0.5 0.5 94.6 

 36 1 0.5 0.5 95.1 

 38 3 1.4 1.5 96.6 

 44 5 2.3 2.5 99 

 46 1 0.5 0.5 99.5 

 47 1 0.5 0.5 100 

 Total 204 94.9 100  

Missing System 11 5.1   

Total  215 100   

4-2- Assessment of the Measurement Model 

Structural Equations Modeling was employed using Partial Least Squares Structural Equations Modeling to evaluate 

the research model's hypotheses (Figure 2). SEM is a second-generation multivariate data analysis method that tests 

theoretically supported linear and additive causal models. PLS-SEM is a soft modeling approach to SEM with no 

assumptions on data distribution [71]. This approach evaluates causal relationships by integrating statistical data with 

qualitative causal hypotheses [72]. For the current work, a two-step process was used: 1) reliability and validity of the 

measurement model; and (2) structural model assessment. 
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Figure 2. PLS-SEM Model 

As Hair et al. [73] recommend, internal consistency, convergent validity, and discriminant validity were assessed 

since the model only includes reflective constructs. Construct reliability and validity were studied to evaluate the quality 

and consistency of the data (Table 6). The first validate if the input data can explain the reality, and validity refers to 

what extent the results are corrosive and passive to be accepted [74]. 

Table 6. Construct Reliability and Validity 

 Cronbach's Alpha rho_A Composite Reliability Average Variance Extracted (AVE) 

Attitude 0.974 0.983 0.981 0.911 

Ethical Concerns 0.911 0.966 0.920 0.392 

Perceived Risk 0.857 0.896 0.933 0.874 

Perceived Trust 1.000 1.000 1.000 1.000 

Perceived Usefulness 0.965 0.970 0.975 0.906 

Perceived Value 0.941 1.375 0.941 0.761 

Perceived Behavior Control 1.000 1.000 1.000 1.000 

Social Norms 1.000 1.000 1.000 1.000 

The composite reliability is all above 0.8, which can be considered a valid threshold. Regarding the average variance 

extracted (AVE), the threshold is above 0.5 [75], and in the data set, only ethical concerns had values below the threshold 

(Table 7). However, the Cronbach Alpha values were all above the 0.7 threshold. 

Table 7. Fornell-Lacker Criterion (Discriminant Validity) 

 A E PR PT PU PV PBC SN 

A 0.955        

E 0.748 0.626       

PR 0.678 0.842 0.935      

PT 0.698 0.864 0.951 1.000     

PU -0.017 0.117 -0.027 -0.022 0.952    

PV -0.017 0.378 -0.026 -0.022 0.682 0.872   

PBC -0.014 -0.017 -0.022 -0.018 0.945 0.407 1.000  

SN 0.522 0.942 0.710 0.750 0.148 0.499 -0.026 1 
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The Heterotrait- Monotrait ratio (HTMT) was used to assess the discriminant validity (Table 8). Kline considers the 

threshold 0.85, whereas Teo et al. assume 0.90 [76]. From the data, fewer values are above that threshold, so it is possible 

to consider that the true correlation between the constructs should differ. 

Table 8. Heterotrait-Monotrait Ratio (HTMT) 

 A E PR PT PU PV PBC SN 

A         

E 0.687        

PR 0.734 0.771       

PT 0.704 0.732 1.011      

PU 0.018 0.418 0.030 0.023     

PV 0.015 0.718 0.026 0.019 0.496    

PBC 0.015 0.234 0.024 0.018 0.969 0.199   

SN 0.526 0.945 0.753 0.750 0.168 0.577 0.026  

4-3- Measurement of Reliability and Validity 

A correlation matrix was assessed to prove discriminant validity, and the AVE was evaluated against it. In Table 9, 

the results show that the AVE exceeded the correlation for each latent variable, except for ethical concerns, where the 

AVE was 0.392. 

Table 9. Correlation Matrix 

 A E PR PT PU PV PBC SN 

A 1        

E 0.7481 1       

PR 0.6784 0.8418 1      

PT 0.6979 0.8637 0.9513 1     

PU -0.0172 0.1169 -0.0270 -0.0225 1    

PV -0.0165 0.3779 -0.0262 -0.0217 0.6819 1   

PBC -0.014 -0.0172 -0.0219 -0.0183 0.945 0.4065 1  

SN 0.5218 0.9424 0.7096 0.7495 0.1477 0.4988 -0.0259 1 

4-4- Structural Model and Hypothesis Testing 

The structural model indicated no multicollinearity for most of the variables. The model's variance inflation factors 

(VIF) were measured and the analysis revealed that the VIF for some factors: A → PU (1.8851), A→PR (2.0145); PR→E 

(1.0000); PR→PT(1.0000) A→SN(2.0145); were lower than the threshold value of 3.3 [77], but when it comes to PR→PU 

(4.5382); E→SN(3.9374); PT→SN(3.9374); PV→PU(3.5342); PU→SN(5.9785) which could be used to eliminate non-

significant items. Nevertheless, they are lower than 5 (Table 10). 

The structural model assessment and the hypothesis testing were done with a bootstrapping procedure with 5000 

iterations where the path coefficient ranged from 0.0000 to 0.8428. The bootstrapping technique with 5,000 iterations is 

used to estimate the PLS path model at a 0.05 significance level [73]. It was assessed by looking at the significance of 

path coefficients and the variation explained (R2) of the dependent constructs. Calculating with bootstrapping allows for 

testing the statistical significance of the PLS-SEM results, such as path coefficients, Cronbach's alpha, HTMT, and R2 

values [78]. 

The R2 values of the independent variables, attitude toward AI (0.463), perceived trust (0.905), ethical concerns 

(0.709), social norms (0.905), and perceived usefulness (≈1), were also higher than the minimum threshold [79]. The 

model is important to explain a significant amount of the variation in the core constructs, which shows that the framework 

is composed of adequate drivers of perceived usefulness, including ethical implications. 
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Table 10. Bootstrapping: Mean, STDEV, T-Values, P-Values 

 
Original Sample 

(O) 

Sample Mean 

(M) 

Standard Deviation 

(STDEV) 

T Statistics 

(|O/STDEV|) 
P Values 

Attitude → Perceived Usefulness 0.0042 0.005 0.021 0.1985 0.8428 

Ethical Concerns → Social Norms 1.1617 1.1326 0.3385 3.4317 0.0006 

Perceived Risk → Attitude 0.6206 0.5333 0.2778 2.2335 0.0260 

Perceived Risk → Ethical Concerns 0.8418 0.8074 0.1745 4.8231 0.0000 

Perceived Risk → Perceived Trust 0.9513 0.9434 0.0886 10.7395 0.0000 

Perceived Risk → Perceived Usefulness 0.0379 0.0196 0.0261 1.4511 0.1474 

Perceived Trust -> Social Norms -0.2539 -0.2192 0.3861 0.6575 0.5112 

Perceived Value → Perceived Usefulness 0.3921 0.3828 0.1887 2.0779 0.0382 

Perceived B. Control → Perceived Usefulness 0.785 0.7846 0.1466 5.3561 0.0000 

Social Norms → Attitude 0.0814 0.061 0.1578 0.5163 0.6059 

Social Norms → Perceived Usefulness -0.0567 -0.0382 0.0444 1.2772 0.2021 

Perceived Risk has proven to be a driver of attitude toward AI (βPR→A=0.6206, p=0.0260). However, attitude toward 

AI failed to prove to be a driver of perceived usefulness βA→PU=0.004, p=0.8482). These results support H1, i.e., 

perceived risk negatively impacts the attitude toward AI, but reject H2. 

Furthermore, perceived risk was proven to be a driver of perceived trust (βPR→PT=0.9513, p=0.000). These results 

suggest that perceived risk is a better driver of perceived trust and supports H3. Nonetheless, perceived trust was not 

proven to be a driver of social norms βPT→SN=-0.2534, p=0.5112), consequently rejecting H5. 

Finally, perceived risk is also demonstrated to be a driver of ethical concerns (βPR→E=0.8418, p=0.000), showing that 

consumers' ethical concerns are higher when there is a higher perceived risk (H4). In addition, ethical concerns are shown 

to be a driver of social norms (βE→SN=1.1617, p=0.006), i.e., social norms are positively influenced by ethical concerns 

(H6). These results indicate that ethical concerns are the main driver of social norms. 

As mentioned, the variation explained in social norms is 91%. Nonetheless, social norms do not positively influence 

perceived usefulness, and thus, H7 is rejected. 

Overall, the model explains approximately 100% of the variation of perceived usefulness, four out of seven 

hypotheses were supported, and the corresponding null hypotheses were rejected. An overview of the research model 

and achieved results are depicted in Table 11 and Figure 3. 

Table 11. Summary of hypothesis results 

Hypothesis Supported or Not Supported 

H1 Supported 

H2 Not Supported 

H3 Supported 

H4 Supported 

H5 Not Supported 

H6 Supported 

H7 Not Supported 

 

Figure 3. Results of Structural Equation Modelling (non-significant paths in dashed lines) 
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4-5- Discussion 

This study contributes to the field by presenting a new conceptual model for ethics and AI. Given AI's presence in 

today's consumers' lives and the ethical concerns that arise with it, the model allows us to understand the implications 

for consumers' perceptions of and acceptance of AI. This model answers an urgent call for research on AI ethics [47]. 

The findings provide a new conceptual model to study the acceptance of AI, adding ethical concerns to the equation. 

The results indicate that the new conceptual model strongly predicts ethical concerns, social norms, and perceived 

usefulness. A key contribution of this research is extending an acceptance model [21] by including risk, trust, attitudes 

towards AI, and ethical concerns constructs to account for a full understanding of consumers' perceptions of AI. To the 

best of the authors' knowledge, this research is the first to draw attention to the ethical and moral dilemmas regarding 

AI's theories of user acceptance, as prior studies only assessed individuals' levels of acceptance and satisfaction regarding 

AI [20]. 

The study's results reveal that perceived risk significantly impacts attitudes toward AI, ethical concerns, and perceived 

trust. Therefore, perceived risk plays a crucial role in the model, and it is a key aspect concerning the acceptance of AI, 

which is aligned with previous studies [55, 80]. In addition, it suggests a significant association between perceived risk, 

ethical concerns, and social norms, where ethical concerns are the primary driver of social norms. This result confirms 

the relevance of the study. Due to the inherent difficulties of AI technologies, customers' mixed reactions to them also 

increase as these goods and services become more prevalent in their lives, which profoundly impacts how society views 

ethics in this new environment. 

In sum, the present study contributes to recent research on consumers' use of new technologies by providing a more 

nuanced understanding of how ethical issues might affect society as well as their perceptions. The research helps 

understand the drivers that lead consumers to accept AI or not, thus reducing the risks and increasing trust. 

5- Conclusion 

Although AI can be considered a neutral tool whose efficiency and accuracy should be evaluated, this approach 

ignores the social and individual difficulties that may occur when AI is used. Numerous ethical issues are at the core of 

such AI dilemmas. In addition, AI technology's exponential expansion and pervasive effect make these ethical issues 

even more critical and urgent. This study aims to contribute to the literature on AI ethics and marketing by extending 

previous findings and uncovering an important underlying path of ethical applications. Based on the first TAM model 

and considering other factors, namely, ethical concerns, trust, and risk, this paper analyzes how those variables influence 

consumer behavior towards the use of AI and how it affects them. This research sheds light on the implications that the 

ethical concerns of using AI have on the acceptance of that same AI. In addition, the model reinforces that Perceived 

Risk, Perceived Trust, and Attitude play a fundamental part in consumers' acceptance. This investigation shares a more 

nuanced view of how ethical concerns might affect society and customers' risks and perceptions, i.e., understanding the 

forces that cause consumers to accept or reject a technology can reduce risks and increase trust. 

Nevertheless, research thus far has revealed that there is still much to be discovered and many aspects to consider. 

The study showed that AI can indeed help consumers do their daily tasks and that, at some point, they are increasingly 

becoming attached to it and expect it to do its job appropriately. However, on the other hand, there is some apprehension 

regarding the power given to this technology and the way it rules human life. Hence, further investigation will be 

necessary to better clarify the situation of AI and the appropriate compliance for it. Researchers should empirically 

examine how AI is developing and seek more preventive methods that must be applied to reduce the possibility of bad 

outcomes. 
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