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Abstract 

Predicting academic success is essential in higher education because it is perceived as a critical 
driver for scientific and technological advancement and countries’ economic and social 

development. This paper aims to retrieve the most relevant attributes for academic success by 

applying educational data mining (EDM) techniques to a Portuguese business school bachelor’s 

historical data. We propose two predictive models to classify each student regarding academic 

success at enrolment and the end of the first academic year. We implemented a SEMMA 

methodology and tried several machine learning algorithms, including decision trees, KNN, neural 
networks, and SVM. The best classifier for academic success at the entry-level reached is a random 

forest with an accuracy of 69%. At the end of the first academic year, an MLP artificial neural 

network’s best performance was achieved with an accuracy of 85%. The main findings show that 
at enrolment or the end of the first year, the grades and, thus, the student’s previous education and 

engagement with the school environment are decisive in achieving academic success. 
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1- Introduction 

At every university, a student’s performance is critical because it influences academic accomplishment, which is one 

of the essential factors in assessing the institution’s overall excellence [1]. The quality of the educational system, and 

therefore academic success, is perceived as the most critical factor in countries’ economic and social development. In 

contrast, academic failure has significant negative social effects [2]. Technology has revolutionized data collection, 

analysis, and interpretation, and it has influenced practices, processes, and decision-making in various fields, and the 

field of education is no exception [3]. As higher education schools increasingly gather data on candidates, students, and 

graduates over the years, it becomes more feasible to use data mining to find hidden patterns to predict and understand 

the fundamental characteristics of the student population’s academic and learning success [4]. In this context, a recent 

discipline emerged, educational data mining (EDM), which devotes itself to developing the techniques to explore this 

increasing amount of data from higher education institutions (HEI) to better understand students’ behaviour [5, 6]. EDM 

has emerged as a powerful tool for educators to anticipate scenarios such as disengagement from coursework or dropping 

out of school. It also allows analysing internal factors using statistical methods to predict students’ academic performance 

[7]. The ability to predict student performance and identify students at risk of failure is an expanding research area [8, 

9]. 

Although college students’ final exam scores partially reflect their learning effects, absolute scores have limitations 

in evaluating the learning situation. Variations in course difficulty and marking standards across different teachers may 

affect the absolute scores’ accuracy. To ensure talent quality, colleges and universities should not solely rely on scores 
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for student evaluations. Instead, they should also analyse learning effects, predict academic performance based on the 

analysis results, and issue academic warnings promptly. 

In this paper, we focus on using EDM techniques on a Portuguese business school bachelor’s data spanning from the 

academic year 2007/2008 to 2017/2018 to understand which features are more relevant to academic success at entry and 

the end of the first enrolment year. These models classify students as successful when they graduate within three 

enrolment years and unsuccessful otherwise. We used the proposed approach by Hampton [10], which consists of step-

by-step knowledge discovery in databases (KDD). After the data set preparation and stratification, we performed feature 

selection using stepwise logistic regression. Then we implemented several learning algorithms to model the problem, 

and finally, we assessed the predictions through various performance measures. 

This paper’s research problem is to build prediction models to evaluate students’ academic achievement and predict 

future achievement objectively. To accomplish this, the study formulates the following two research questions: 

 Can we predict the students’ academic success at the enrolment moment? 

 Can we improve students’ academic success prediction after the first year of attending the program? 

We propose modelling academic success in two moments for anticipated support for decision-makers. The first refers 

to enrolment at the beginning of the first academic year; thus, no internal information exists regarding the student in the 

program. The second moment refers to the end of the first academic year, where data regarding students’ behaviours 

during the year is collected and included in the analysis. 

2- Related Work 

Globally, academic success has received more attention in recent decades as governments have realized that students 

require high achievement to thrive in a global environment [11]. More interest is then shown in discovering the factors 

contributing to academic success because doing so might help lower the high rates of academic failure [12]. Regarding 

educational literature, academic success is a term that has been widely used in conjunction with higher education and 

serves as an umbrella for various student outcomes. However, many perceive the degree’s conclusion as its ultimate 

indicator. More traditional measures of academic success in higher education include various indicators that comprise 

college grades, graduation, the graduate record examination for postgraduate admissions, and performance on 

examinations such as the certified public accountant examination tests. Other traditional views even refer to other 

measurable indicators such as graduates’ employment and salary [9, 13]. 

Mentkowski & Austin [14] presented the Input-Environment-Outcome framework to assess academic success. This 

conceptual model suggests that the academic success outcome (dependent variable) relies exclusively on the inputs and 

environment (independent variables). This framework was later reviewed and explained in Terenzini and Reason [15], 

which clarified that the inputs concerned student characteristics such as socio-demographic, academic, and social 

background, while the environment referred to factors educators could control, such as curricula and policies of the HEI. 

Finally, the outcomes translate into the knowledge, skills, and other competencies students concluding the programs 

acquire. We should note that the inputs relate to the outcomes and the environment, meaning that the environment serves 

as a mediator, and its relationship with the outcomes reflects the inputs’ influence. 

Tinto [16] stated that the greater the student’s involvement in the academic and social life on campus, the greater 

their likelihood that they would persist and achieve academic success. Persistence is put in a prominent place and is seen 

as the driving force that leads to the ultimate achievement of student success. The student’s involvement with the higher 

education system, particularly with their peers and faculty, is deemed intrinsically related to student retention and should 

be the institutions’ core concern [17]. Institutions must develop and employ programs to enhance the persistence of all 

their students and make these programs endure over time. 

For Kuh et al. [9], the pre-college experience, such as family support, academic preparation, and financial aid, was 

the preparation phase to succeed in higher education. The authors considered student engagement a prominent and central 

position of the HEI experience and comprised the student behaviours and institutional conditions. Student engagement 

is usually translated into contact with faculty or their peers’ cooperation, as well as active learning. The more that students 

engage in social and academic activities, the more likely they will persist and graduate. Student engagement directly 

connects to student behaviour and the time dedicated to academic activities, but also to institutional conditions such as 

deploying resources or organizing the programs and other activities that generally lead to persistence and subsequent 

graduation. 

EDM consists of the techniques applied to explore the unique characteristics of higher education data [18]. EDM 

benefits HEIs by uncovering insights from hidden student data patterns. The models originated by applying data mining 

techniques that provide decision-makers with the necessary information to understand the main features that influence 
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the students’ performance. This way, they can anticipate preventive measures that will positively affect the learners’ 

academic path. This will result in a competitive advantage for the HEI because it might translate into higher retention 

and the students, who may improve their academic performance and learning experience. 

Fernandes et al. [19] developed a model for predicting students’ academic achievement that incorporated 

demographic characteristics and in-term activity grades. The model used gradient boosting machine (GBM) 

classification models and found that the best indicators of achievement scores were the previous year’s scores and 

unattendance, as well as demographic characteristics such as neighbourhood, school, and age. The authors suggested 

that the model could inform the development of policies to prevent failure. In 2017, Hoffait and Schyns [20] introduced 

a model that utilized students’ prior academic achievements to forecast their success in upcoming semester courses. 

Rebai et al. [21] also proposed a machine learning-based model for identifying key factors affecting school performance 

and their relationships. Their regression tree analysis revealed that school size, competition, class size, parental pressure, 

and gender proportions were the most important factors associated with higher performance, while the random forest 

algorithm results showed that school size and the percentage of women had the greatest impact on model accuracy.  

Musso et al. [22] developed a machine learning model to predict academic performance and dropouts based on 

learning strategies, social support, motivation, demographics, health, and academic performance characteristics. They 

found that learning strategies had the highest effect on predicting GPA, while background information had the greatest 

effect on determining dropouts. Waheed et al. [23] used artificial neural networks to design a model based on students’ 

records of their navigation through the learning management systems (LMS), which showed that demographics and 

clickstream activities had a significant effect on student performance and the deep learning model could be a useful tool 

for early prediction of student performance. 

Xu et al. [24] analysed the relationship between Internet usage behaviours of university students and academic 

performance and predicted students’ performance using machine learning methods. They found that Internet connection 

frequency features were positively correlated with academic performance, while Internet traffic volume features were 

negatively correlated. Bernarcki et al. [25] investigated whether log records in the learning management system alone 

would be enough to predict academic achievement. They found that the behaviour-based prediction model successfully 

predicted 75% of those who would need to repeat a course and identified students who might be unsuccessful in 

subsequent semesters for support. Finally, using mostly demographic variables, the work proposed by Cruz-Jesus et al. 

[26] applied machine learning techniques such as random forest, logistic regression, k-nearest neighbours, and support 

vector machines to achieve a predictive accuracy ranging from 50% to 81%. 

According to the literature review, predicting students’ academic performance and providing support to those at risk 

are crucial for improving the quality of education. Previous studies have used various variables, including digital traces 

[19, 23, 24], demographic characteristics [21, 25], learning skills, study habits, and academic performance characteristics 

[22], to predict performance. Most models have achieved prediction accuracy ranging from 70% to 95%, but collecting 

and processing such diverse data requires significant time and expertise. Also, relying solely on such data may not always 

provide an accurate means of preventing academic failure. 

The study concerns predicting students’ academic achievement using only data available from the national 

application and data collected from the students’ information system during the first academic year. 

3- Research Methodology 

The EDM field focuses on developing methods for exploring the unique data types of educational environments [27]. 

We used the SEMMA methodology [10] in this research. SEMMA stands for sample, explore, modify, model, and 

assess, and the SAS Institute developed it. It can be seen as a practical implementation of the five stages of the KDD 

process [28]. We chose SAS Enterprise Miner [29] because it encloses a set of tools that can support the whole data 

mining process, from data sampling to model assessment. 

Figure 1 presents the steps taken in this proposal. The sample step consisted of extracting a relevant sample from the 

business school ERP, extracting a sample of records with the relevant attributes that could answer our problem. In the 

explore step, we used the available data visualization tools to understand our data set and search for trends and anomalies 

in the data. We modified and created variables during the modification step to prepare the data set for the modelling 

phase. The model phase consisted of applying learning algorithms to the available data sets to create models that could 

classify students in what concerns their academic success. The last step was assessing the different models’ performance 

and deriving the main insights and conclusions from the results. 
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Figure 1. SEMMA methodology steps 

3-1- Sample and Explore 

The HEI ERP, which the academic services manage, encloses students’ data from enrolment until graduation. It stores 

the curriculum data of the enrolled students and their personal, professional, and academic information in a relational 

database that can be queried through the structured query language. 

The data extracted spans the academic year 2007/2008 to 2017/2018. For each student, they contained the available 

socio-economic, socio-demographic, previous education, the European Credit Transfer and Accumulation System 

(ECTS) completed per academic year, and the grades obtained during the first enrolment year. 

A preliminary analysis showed that 53.3% of the students were enrolled in the bachelor’s in management, while the 

remaining 46.7% were enrolled in the bachelor’s in economics. Concerning the gender balance, 49.6% of all enrolled 

students were female, while the remaining 50.4% were male. Most of the students (92.2%) were enrolled in their first 

choice of program and HEI, and most of their entry types (84%) were “general enrolment”. More than 99.2% of the 

records were of students who, at enrolment, had only a high school degree; 96.1% studied previously in Portugal; and 

96.6% were Portuguese. The average high school GPA was 171 (on a scale of 0 to 200), and the average grade of the 

mandatory math exam was 177. Regarding the parents’ education, 60.2% of the students’ mothers had a higher education 

degree, but only 54.1% of their fathers attained this level of education. Only 7.8% worked while studying, and 6% 

received social aid scholarships. Regarding academic success, 55% of the students graduated within three years of 

enrolment. 

Considering our goal was to create two models for two moments, the enrolment at the beginning of the academic 

year and the end of the first academic year, we prepared the data accordingly. For this purpose, we created two data sets: 

DS_Enrolment and DS_End_Year_1. DS_Enrolment refers to the beginning of the first academic year and only includes 

the features available at the enrolment stage (Table 1). The data set DS_End_Year_1 consists of features available at the 

end of the first academic year, including those from DS_Enrolment (Table 1). 

This division considers the literature review supporting the fact that student outcomes, namely their academic 

success, are based not only on their pre-college experiences but also on their engagement with the higher education 

environment, especially during the first year of enrollment [9, 30]. Such involvement with academic life increases the 

chances of student persistence, which ultimately leads to academic success [16]. 

3-2- Data Pre-Processing (Modify) 

Considering data quality plays a significant role in a data mining study, pre-processing activities are fundamental to 

reduce the noise in the data set and create new attributes relevant to our research. The first step in data preparation 

consisted of data cleaning to fill in the missing values, whereas deducting them based on other variables, with the most 

common value, or with a constant. The second step was to correct the erroneous values. The third step of the data 

modification phase consisted of filtering outliers and other unwanted values that could create potential bias when 

applying the learning algorithms. The fourth step was one of the most important. Some nominal variables presented too 

many classes; thus, their usefulness was compromised. Therefore, we created dummy variables while the original 

attributes were dropped. 

After these data modification activities, the final data set contained 4,546 records spread across 36 input variables 

presented in Table 1, 12 of which can only be fully available after the first year’s conclusion. 
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Table 1. Features used 

Attribute Type Range Available Description 

age_enrollment Integer [16, 38] 

On enrolment 

Age at enrolment 

flag_away_from_home Boolean T/F The address is out of the area 

flag_enrollment_CEsp Boolean T/F Special enrolment 

flag_enrollment_CG Boolean T/F General enrolment  

flag_enrollment_REsp Boolean T/F Other special enrolments  

flag_father_higher_edu Boolean T/F Father has higher education 

flag_father_working Boolean T/F Father is employed 

flag_gap_year Boolean T/F Student took a gap year 

flag_gender_male Boolean T/F Gender is male 

flag_marital_status Boolean T/F Student is single 

flag_max_ed_high_school Boolean T/F Prior higher education studies 

flag_mother_higher_edu Boolean T/F Mother has higher education 

flag_mother_working Boolean T/F Mother is employed 

flag_nationality_portuguese Boolean T/F Portuguese nationality 

flag_previous_education_PT Boolean T/F Previous education in Portugal 

flag_scholarship_merit Boolean T/F Received merit scholarship  

flag_scholarship_social_aid Boolean T/F Received social aid scholarship  

flag_special_need Boolean T/F Student has special needs 

flag_special_support Boolean T/F Student has special support 

flag_student_not_working Boolean T/F Working student 

preference_order Integer [1, 6] Program and HEI preference order 

hs_grade_candidacy Integer [0, 200] Candidacy grade 

hs_grade_GPA Integer [0, 200] High school GPA 

hs_grade_math_exam Integer [0, 200] Math exam grade 

he_ECTS_approved Integer [0,60] 

After first year’s conclusion 

ECTS approved in the first year 

he_flag_1st_year_60_ECTS Boolean T/F 
Completing 60 ECTS in the first year  

he_grade_calculus_I Integer [0, 20] 
Calculus I grade 

he_grade_calculus_II Integer [0, 20] 
Calculus II grade 

he_grade_data_analysis_prob Integer [0, 20] 
Data analysis and prob. grade 

he_grade_fin_accounting Integer [0, 20] 
Financial accounting grade 

he_grade_law_eco_business Integer [0, 20] 
Law for econ. and bus. grade 

he_grade_linear_algebra Integer [0, 20] 
Linear algebra grade 

he_grade_princ_macroeco Integer [0, 20] Macroeconomics grade 

he_grade_princ_management Integer [0, 20] Management grade 

he_grade_princ_microeco Integer [0, 20] Microeconomics grade 

he_grade_statistics_eco_mng Integer [0, 20] Statistics grade 

3-3- Predicting Students’ Success at their Entrance 

The variables’ importance assesses the usefulness of each attribute in predicting the student success classification. 

We calculated the variable worth using the Gini split worth statistic generated by building a decision tree of depth 1 [29]. 

Concerning the data set DS_Enrolment, Figure 2 shows that the best predictor of academic success at the beginning of 

the first enrolment year is the high school GPA. It is followed by the math exam grade, enrolment age, general enrolment 

type, and if the previous education was from Portugal. 
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Figure 2. DS_Enrolment variables worth 

Looking at the essential variable, GPA (Figure 3), we can see that, for students with high school grades between 120 

and 140, only 14% finished their bachelor’s degree within three years. Concerning students with a high school GPA 

between 140 and 160, only 32% achieved academic success, a value that grew to 52% when the GPA fell between 160 

and 180. Of students with a GPA between 180 and 200, 76% succeeded. Concerning the math exam grade, we can 

conclude that the more successful students tended to have a math grade above 140. Considering their age at enrolment, 

we can observe that the older the student at entry, the less they managed to finish their bachelor’s degree within three 

years. Finally, 58% of the students whose enrolment type was the general one finished their degree within three years, 

while for other enrolment types, only 30% completed the program within three years. 

Percentage of students’ success and failure 

  

  

Figure 3. Percentage of students’ success and failure by: a) GPA, b) math exam grade, c) age at enrolment, and d) type of 

enrolment 

3-4- Predicting Students’ Success at the End of the First Year 

Figure 4 presents the variables’ worth regarding the data set DS_End_Year_1. Without surprise, we can see that 

features collected during the first academic year are better predictors when compared to those gathered at the beginning 

of the academic year. 
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Figure 4. DS_End_Year_1 variable worth 

At the end of the first enrolment year, the most important variables to predict the target are the number of ECTS 

completed, followed by the grade in Principles of Macroeconomics, Financial Accounting, and Linear Algebra. 

From the number of ECTS approved at the end of the first enrolment year, we can observe that the students who 

completed less than 30 ECTS did not manage to achieve academic success (Figure 5). For students completing between 

30 and 40 ECTS, 8% achieved academic success, and for students completing between 40 and 50 ECTS, 43% achieved 

success. Of the students who completed over 50 ECTS during their first year, 81% finished their bachelor’s degree within 

three years. 

Percentage of students’ success and failure 

  

  

Figure 5. Percentage of students’ success and failure by a) the number of ECTS completed, b) the grade in Principles of 

Macroeconomics, c) the Financial Accounting grade, and d) the Linear Algebra grade 

Regarding the grade of Principles of Macroeconomics, we can see that most students below 12 failed to achieve 

academic success. The same applies to Financial Accounting grades and Linear Algebra grades. 

0.00

0.05

0.10

0.15

0.20

0.25

0.30
W

o
rt

h

Variables Worth

100%
92%

57%

19%

0%

8%

43%

81%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

<30 30-40 40-50 >50

he_ECTS_approved

93%

62%

39%

22%
10%

5%

7%

38%

61%

78%
90%

95%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

<10 10-11 12-13 14-15 16-17 18-20

he_grade_princ_macroeco

94%

65%

45%

30%

13%
7%

6%

35%

55%

70%

87%
93%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

<10 10-11 12-13 14-15 16-17 18-20

he_grade_fin_accounting

93%

53%

36%

20% 16%
10%

7%

47%

64%

80% 84%
90%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

<10 10-11 12-13 14-15 16-17 18-20

he_grade_linear_algebra

(a) 

(c) (d) 

(b) 



Emerging Science Journal | Vol. 6, Special Issue , 2022 

Page | 166 

3-5- Modelling 

Each data set was partitioned into three stratified subsets. The training set (70% of the data), the validation set (15% 

of the data), and the test set (with the remaining 15%). 

We determined the most relevant features through logistic regression for stepwise selection. The purpose of variable 

selection is to feed the learning algorithms with the most relevant features and avoid certain constraints, such as the curse 

of dimensionality, model overfitting, or the use of highly correlated variables. Using a stepwise selection, the chi-square 

and p-values are computed and inserted into the model according to their highest significance. However, they can be 

removed afterwards if inserting another variable increases the model’s performance [31]. By analysing the maximum 

likelihood estimates, we retrieved 11 features as the most significant at entry (Table 2) and 13 at the end of the first 

academic year (Table 3). 

Table 2. DS_Enrollment data set. Features are selected using a stepwise selection at the enrolment phase 

Attribute Estimate Chi-Square Pr > ChiSq 

intercept −9.7518 36.34 < .0001 

hs_grade_GPA 0.0671 258.73 < .0001 

hs_grade_math_exam 0.0164 30.53 < .0001 

age_enrollment −0.3211 25.68 < .0001 

flag_away_from_home 0.1700 16.02 < .0001 

flag_scholarship_social_aid −0.4686 11.00 0.0009 

flag_max_ed_high_school −1.2694 5.53 0.0187 

flag_enrollment_CEsp −0.6393 17.51 < .0001 

flag_enrollment_CG −0.9273 44.73 < .0001 

flag_student_not_working −0.1726 5.27 0.0217 

flag_previous_education_PT −0.5065 10.52 0.0012 

preference_order −0.2205 12.34 0.0004 

Table 3. DS_End_Year_1 data set. Features are selected using a stepwise selection at the end of the first academic year 

Attribute Estimate Chi-Square Pr > ChiSq 

intercept −10.9643 464.81 < .0001 

he_grade_linear_algebra 0.0865 22.71 < .0001 

he_grade_data_analysis_prob 0.0642 10.46 0.0012 

he_grade_calculus_I 0.0460 3.89 0.0485 

he_grade_calculus_II 0.1014 51.58 < .0001 

he_grade_fin_accounting 0.0902 22.14 < .0001 

he_grade_law_eco_business 0.0452 12.06 0.0005 

he_grade_statistics_eco_mng 0.0530 19.25 < .0001 

he_grade_princ_management 0.0990 18.58 < .0001 

he_grade_princ_macroeco 0.1126 48.52 < .0001 

he_grade_princ_microeco 0.0669 9.85 0.0017 

flag_enrollment_CG −0.2842 9.37 0.0022 

flag_mother_higher_edu 0.1482 6.14 0.0132 

he_ECTS_approved 0.0695 61.80 < .0001 

The learning algorithms used to create the models were k-nearest neighbour (KNN), decision tree (DT), random 

forest (RF), Bayesian classifier (NB), artificial neural network (ANN), and support vector machine (SVM). Table 4 

presents the values of the hyperparameters used for each algorithm. 

3-6- Assess 

We proposed using metrics based on the confusion matrices to assess the different models' performance , such as 

accuracy, precision, recall, specificity, F1 score, and AUC. Analysing the performance metrics revealed how well 

the classifiers predicted academic success and whether the model should be employed for that purpose (Table 5).  



Emerging Science Journal | Vol. 6, Special Issue , 2022 

Page | 167 

Table 4. Learning algorithms parameters 

Learning Algorithm Parameters 

KNN Number of neighbours = 32 

DT 
C4.5 algorithm 

Maximum depth = 10 

RF 
Maximum number of trees = 110 

Maximum depth = 10 

NB Network model = Naïve Bayes 

ANN 
Multilayer perceptron with four hidden layers 

50 iterations 

SVM 

Linear (no kernel) 

Tolerance = 0.1 

Penalty (C – outside the margin) = 1 

Table 5. Performance metrics 

Measure Formula Description 

Accuracy (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑐𝑜𝑟𝑑𝑠) 
Representation of the model’s general effectiveness that presents the 

percentage of records it correctly classifies. 

Precision 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) 
Agreement between the positive labels in the data set, when compared 

with all the records, predicted positively by the model. 

Recall 

(Sensitivity) 
𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) Performance of the model in predicting correctly positive records. 

Specificity 𝑇𝑁/(𝑇𝑁 + 𝐹𝑃) Performance of the model in predicting correctly negative records. 

F1 Score 2 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)/((𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)) The harmonic mean of precision and recall. 

ROC AUC 
Plot sensitivity on the y-axis against 1 – specificity on 

the x-axis at its different thresholds. 

AUC represents the degree of separability and tells how much the 

model can distinguish between classes. 

4- Results and Discussion 

This study proposes two models based on machine learning algorithms to predict undergraduate students’ academic 

success, taking available data at the first enrolment and end of the first academic moments. Concerning the models’ 

assessment, we show and compare the performance metrics extracted from the classification of the records in the testing 

set (n = 683) of data sets, DS_Enrolment and DS_End_Year_1. Notably, 375 records are classified as having achieved 

academic success, while the remaining 308 records are classified as having failed. The first models to assess and compare 

are the ones obtained from the 11 selected variables in the data set DS_Enrolment. Table 6 shows the confusion matrix 

of the six models created and the performance metrics extracted from them. 

Table 6. Models’ performance using data at the enrolment 

 TP TN FP FN Accuracy Specificity Precision Recall F1 Score AUC ROC 

ANN 296 164 144 79 0.6735 0.5325 0.6727 0.7893 0.7264 0.7290 

DT 280 175 133 95 0.6662 0.5682 0.6780 0.7467 0.7107 0.7040 

KNN 292 130 178 83 0.6179 0.4221 0.6213 0.7787 0.6911 0.6630 

NB 283 179 129 92 0.6764 0.5812 0.6869 0.7547 0.7192 0.7160 

RF 286 186 122 89 0.6911 0.6039 0.7010 0.7627 0.7305 0.7420 

SVM 301 158 150 74 0.6720 0.5130 0.6674 0.8027 0.7288 0.7370 

Looking at these performance metrics, we can conclude that the best model to correctly classify students’ academic 

outcomes at enrolment is the RF, while the worst is the KNN. Although the SVM and ANN both have better performance 

predicting positive records than the RF does (SVM recall = 0.8027, ANN recall = 0.7893, RF recall = 0.7627), they 

perform slightly under it in the other metrics, namely, specificity. These models have similar accuracy, precision, F1 

scores, and even identical AUC ROC. What differentiates them is that the RF is much better at predicting true negatives, 

while the SVM and ANN are slightly better at predicting true positives. 

Table 7 shows the confusion matrix for each model created, and the performance metrics extracted using the data set 

DS_End_Year_1. 
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Table 7. End of first enrolment year models performance 

 TP TN FP FN Accuracy Specificity Precision Recall F1 Score AUC ROC 

ANN 345 238 70 30 0.8536 0.7727 0.8313 0.9200 0.8734 0.9240 

DT 338 225 83 37 0.8243 0.7305 0.8029 0.9013 0.8492 0.8740 

KNN 343 231 77 32 0.8404 0.7500 0.8167 0.9147 0.8629 0.9220 

NB 341 238 70 34 0.8477 0.7727 0.8297 0.9093 0.8677 0.9220 

RF 343 228 80 32 0.8360 0.7403 0.8109 0.9147 0.8596 0.9230 

SVM 345 235 73 30 0.8492 0.7630 0.8254 0.9200 0.8701 0.9260 

The model showing the best performance in correctly classifying the academic outcome of students at the end of the 

first academic year is the ANN, while the worst is the DT. Nevertheless, we can also determine that all models, except 

for the DT, have very similar performances among all the different metrics. These results conclude that with the available 

features, it is possible to predict academic success within the first year of enrolment, whether at the beginning or end of 

the academic year. 

In fact, at the enrolment stage, with the variables present in the data set DS_Enrolment, and using the RF learning 

algorithm, it is possible to create a model that achieves good predictions (Accuracy = 0.6911; Specificity = 0.6039; 

Precision = 0.701; Recall = 0.7627; F1 score = 0.7305; AUC ROC = 0.742). This is considered a good predictor because, 

although it classifies the successful students better than the unsuccessful, it still shows an accuracy of 69.11% at a stage 

in which a key factor for academic success is still missing, students’ engagement with the academic environment. 

Furthermore, at the end of the first academic year, the ANN generates a model in which prediction performance 

increases significantly from the enrolment stage (Accuracy = 0.8536; Specificity = 0.7727; Precision = 0.8313; Recall = 

0.92; F1 score = 0.8734; AUC ROC = 0.924). With an accuracy of over 85% and a precision of over 83%, it is considered 

a good classifier, especially for students who achieve academic success, because it shows excellent results concerning 

the recall and the area under the ROC curve. 

The best models predicted students' academic success with an AUC ROC of 0.742 at first enrolment and 0.9240 after 

the first academic year. According to this result, this model can predict academic achievement in the future. If students’ 

success is predicted, they can evaluate their working methods and enhance their performance. Additionally, HEIs can 

implement early procedures to support these students to avoid failure and possible dropout. Although the models 

predicted very high student success at the end of the first year, we highlight a good prediction capability at the first 

enrolment moment, enabling students to obtain earlier support. 

The study’s findings were compared to previous research that used demographic and socio-economic variables to 

predict students’ academic success. From the model proposed by Hoffait & Schyns [20], which utilized students’ 

academic achievements in prior years to predict their performance in upcoming courses, the authors identified that 12.2% 

of students had a high risk of failing with 90% confidence. In addition, regarding the work of Waheed et al. [23], the 

authors proposed a model that accurately predicted students’ success or failure with 85% accuracy. Finally, the work 

proposed by Cruz-Jesus et al. [26] predicted students’ academic achievement based on income, age, employment, 

cultural level indicators, place of residence, and socio-economic data with an AUC ROC of 0.75. 

5- Conclusion and Future Directions 

Our findings demonstrate that it is possible for HEIs, with the available data enclosed in their ERP, not only to select 

the most relevant variables for academic success but also to create data mining models to predict it. From our research 

questions, we wanted to check if we could predict the students’ academic success at the enrolment moment or if we 

could improve the prediction in the case of having data regarding the first year. Regarding the first question, at the entry-

stage moment, logistic regression assisted in retrieving the essential variables to answer the problem and allowed the 

creation of the data set DS_Enrolment. Concerning the most relevant variable at the entry stage, the final high school 

grade, we should pay special attention to students with scores lower than 160 because historical data show that the vast 

majority underperform regarding academic success. Although the math exam is not as important, it should be considered 

that, from the available data, we can observe that students with scores under 140 are more likely not to finish their 

bachelor’s degree within three years. Regarding the student’s age at the entry stage, we observed that for ranges between 

20 and 26 years old, only around 30% achieved academic success, while none over 26 had success. Regarding entry 

type, students not entering as general historically showed more difficulty completing 180 ECTS within three years than 

their counterparts did. Furthermore, around 85% of students who did not complete their previous education in Portugal 

did not achieve academic success. Thus, we showed that it is possible to predict student success based only on the data 

available at the entrance moment. 
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Concerning our second research question, if we can improve the prediction at the end of the first enrolment year, a 

descriptive analysis was also performed after the most relevant variable selection in the data set called DS_End_Year_1. 

The main conclusions of the current data reveal that students completing less than 40 ECTS during their first year at the 

HEI were most likely to fail to complete the program within three years. Furthermore, regarding the grades of the 

different first-year courses, except Calculus II, students who consistently had lower final scores than 12 were 

unsuccessful. Regarding Calculus II, the students who passed the course generally achieved academic success. 

Assessing the predictive models revealed that the best at predicting academic success at entry was the RF (accuracy 

= 0.6911, specificity = 0.6039, precision = 0.7010, recall = 0.7627, F1 score = 0.7305, AUC ROC = 0.7420), even though 

the ANN and SVM were remarkably close regarding performance. In contrast, at the end of the first academic year, the 

best model was the ANN (accuracy = 0.8536, specificity = 0.7727, precision = 0.8313, recall = 0.92, F1 score = 0.8734, 

AUC ROC = 0.9240), although the KNN, NB, RF, and SVM presented similar performances at predicting student 

success. Thus, we showed that after the student attends the first academic year, we can build a more accurate model for 

predicting academic success and identifying which features of students are good proxies for program success. 

Regardless of the data set, all models showed less performance at predicting unsuccessful students. Further analysis 

comparing the models created with the selected attributes of datasets DS_Enrolment and DS_End_Year_1 against all 

the features available at the two distinct stages of enrolment revealed that the best performance was achieved using fewer 

features meaning that feature selection is essential to improving the models’ performances. Regarding this work’s main 

limitations, because EDM relies heavily on data, we recommended for future developments that more information on 

students be thoroughly collected, namely, class attendance, class participation, or extracurricular activities, which would 

reveal, apart from course degrees, other student engagement variables and would increase the model’s predictive power. 

Furthermore, surveying the students would provide the capability to create models to explore different dimensions of 

academic success, such as satisfaction with the courses and degree or self-fulfilment. 
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