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Abstract 

In order to create computer systems that can automatically read text from images or pictures, 

researchers focus on detecting and recognizing text in images. This issue is particularly difficult 

because images often have complicated backgrounds and a wide range of properties, including color, 
size, shape, orientation, and texture. Our proposed approach is based on morphology, which consists 

of a dilation and erosion process to extract text and recognize black-and-white text areas that contain 

document text or images. This suggested approach has been investigated for its ability to 
automatically identify text aligned with text pictures, such as store names, street names, banners, 

and posters. The design, application, and outcomes of the device's experiments are covered in this 

manuscript using Optical Character Recognition (OCR) Tesseract standards and the optimized OCR 
Tesseract. Our result shows that the optimized OCR Tesseract performs much better compared to 

the standard. Image preprocessing and text processing modules comprise this device's two modules. 
With an Arduino Uno and drawbot/flutter for text printing, this device was created using the 

Raspberry Pi and a 1.2GHz processor. 
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1- Introduction 

Due to the rapid evolution in the field of digital technology, most sources of media can be found in electronic form 

[1], hence text recognition from still or static images is a primary extraction of letter or text data that matches the image. 

There are many sources that are based on paper or documents that are scanned into still images, such as book covers, 

magazines, pamphlets, educational materials, flashcard advertisements, street signs, and others [2]. However, there are 

some images that cause various problems that are challenging in the field of text extraction and recognition research, for 

example, text with a complex image background [3]. Image text is information embedded in or written in the form of 

different images [4]. Such images can be found in cameras, scanned documents, magazines, newspapers, posters, and so 

on [5]. Text images are very important because they represent, illustrate, and transfer information that can help 

communication, problem-solving, providing new job opportunities, cost-effectiveness, productivity, globalization, 

reducing cultural gaps, and many others [6, 7]. 

Computer software produces and stores images in digital storage compared to document images, digital images have 

more defects, such as low-resolution colored backgrounds, noise, inconsistencies, and low-quality rates. Therefore, the 
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process of extracting text data is very difficult because the text has a different content background. The acquisition of 

information from images is more efficient and easier to understand than from images in text form. Computers identify 

ASCII characters by using a text extraction application during the conversion process from image form to text form [8, 

9]. A detailed analysis and numerous strategies have been established for character recognition in the optical character 

recognition system, including the static image recognition process. With the aid of OCR (Optical Character Recognition), 

typed or handwritten text can be extracted from still images and converted into an editable electronic format. OCR 

facilitates various processes, including collecting and analyzing data from documents [10, 11]. 

HANWANG OCR, ABBYY, and Tesseract are just a few of the OCR tools or programs available. Because there is 

an integrated capability for image pretreatment before still text image extraction, Hanwang OCR and ABBYY OCR are 

superior to Tesseract OCR. The OCR software being utilized in this investigation, tesseract, is inferior to Hanwang OCR 

and ABBYY OCR [12]. Describe how textual data is essential for reporting and archiving processes in a variety of 

image-based applications, such as office work. 

Researchers and experts have developed a variety of techniques to help with textual data extraction and detection. 

Introducing the edge method, the regional approach, the texture method, and the mathematical morphological method 

are a few of them. Jain & Gera [13] contends that the constraints of several criteria, such as the degree of picture accuracy, 

image extraction, and so on, result in advantages and disadvantages for all approaches and techniques employed in 

drawing text extraction. According to Rafi [14], it is becoming more common to digitize paper documents for archiving, 

indexing, or information retrieval uses. They include legal records, periodicals, commercials, and websites. 

Because text is different from images in its nature, accurately and efficiently extracting text from documents is one 

of the most difficult difficulties. Hamzh [15] illustrates how the application's text extraction is highly reliant on the 

computer's operating system and picture processing. Image segmentation is a technique for breaking an image up into 

smaller pieces known as segments, according to Anjna & Kaur [16]. For picture compression applications or objects, 

especially images that don't need to be processed as complete, this technique is very helpful. Researchers will concentrate 

on finding a solution to the text recognition from still images challenge in this study in order to enable the extraction and 

rewriting of images by a print media floater or drawbot machine under Arduino control. 

Human reading requires a large number of resources; therefore, there is extensive study on image processing 

techniques for text identification from images. The challenge of creating a reading model is complex and involves 

numerous facets of information. There are a lot of typographies as well, and you can find them in different legible sizes 

[17, 18]. Viewers typically don't want the surface where the text is printed to line up with their eyes in order to read it. 

Additionally, the designer employs a variety of colors for the backdrop and text [19, 20], and the lighting circumstances 

alter. Strong reading problems are exceedingly difficult due to all these factors. Four tiers make up a text comprehension 

system: text detection, text localization, text extraction, and text identification. There is no difference between these 

levels. 

Identifying text in an image involves a process called text detection. The technique of pinpointing a text's location is 

known as text localization. The image's text components are separated from the background at the text extraction stage. 

The extracted text image can then be transformed using OCR technology into plain text [21]. Optical character 

recognition (OCR) and text-based search technology are used to detect and identify text in images [22, 23]. Text in an 

image or video is an effective informational tool. Information about the name of the relevant location, person, date, and 

purpose is provided in the text that is attached to the photograph. Image captions offer an overview or abstract of the 

picture. 

2- Literature Review 

Various approaches have been used in text recognition methods for still images. Among them are the initial processing 

method, text region extraction, and text binarization. This section will discuss the approach used in the text recognition 

process from still images. Casillano [24] and Nagaraja et al. [25] have introduced a new document image operation 

technique using contrasted adaptive images. Clustering of differences between local images and slopes is a form of 

image adaptation so that it can be adapted to text and environment differences caused by various types of degradation 

that occur on text data [26]. 

In the process, the PSNR value (peak signal to noise ratio) was measured to show a large improvement in the proposed 

method compared to other techniques. Hamad & Kaya [27] and Bansal [28] make a study on the performance of 

algorithms to identify segments of still images accurately and in detail. Intensity and texture-based image segmentation 

consist of two stages: setting the intensity level and texture-based image segmentation, which is proven to provide better 

results than traditional methods. 

Choudhary et al. [29] have done research using OCR (optical character recognition) and character codes in text data 

files using a Raspberry Pi device capable of recognizing letters using the tesseract algorithm, Python, and recorded audio 

output. Optimum OCR and TTS methods are performed to improve more efficient results and help people with 
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disabilities read text. Pal Singh & Khare [30] have detected and corrected text zones in document images interpreted by 

smartphones based on skew angle detection / correction as well as text zone detection using binarization methods. 

The results of his research have shown a significant increase in text images when using the pre-processing method 

before using the OCR method, Kadam & Desai [31] conducted a study that included several stages, with the first stage 

involving a computer system that extracts the required features from the image and transforms it into the appropriate 

code using MATLAB software. The second stage involves transferring the MATLAB program to the robot arm in the 

form of coordinates that can be detected by the software application found in the robot. The application of a multi-phase 

algorithm is able to produce a robot that can detect, interpret, and respond to the various letters and numbers contained 

in the algorithm. 

3- System Design 

The overall flow chart based on the implemented system is shown in Figure 1. This flow chart consists of image data, 

a data collection module, a training module, a recognition module, and research findings. 
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Figure 1. System Architecture 

The proposed framework is used for efficient text detection and recognition. Image of the text that comes from the 

website of the Visual Institute of Informatics. It is an integrated framework for text detection and recognition. 
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4- Image Data 

Text image data consists of three categories: text image with complex color background, text image with bright colors, 

and text image with blurred colors. These pictures are taken from the website of the Institute of Visual Informatics, 

National University of Malaysia (UKM), as displayed in Table 1. The text pictures that were taken are a total of 16 

pictures that are considered to represent all the text pictures that will be tested in this study. Each image will be tested 

with Tesseract OCR to see the level of accuracy in text image processing. Then, after completing the process, the results 

of the study will be recorded and made in the form of a table to show the level of accuracy of text data processing. All 

text images will be tested using the proposed method. The results of the tests performed will be recorded and compared 

with the results of the Tesseract OCR process to see if there is a difference between the results of the image test before 

and after using the proposed method. 

Table 1. Category Image text taken for testing 

Future grayscale Colored text images Complex background image Pictures With a bright light 

    

    

    

 

   

Color images from the camera or browsing files from the internet will be converted to grayscale images based on the 

techniques used in the RGB approach. The flow chart of the source image processing process can be seen in Figure 2. 

 

Figure 2. Process the source Image 

The explanation of the flow chart in Figure 3 is as follows: 

1. Select a file from the test data. 

2. Take all the RGB pixels from the selected image file. 

 

Figure 3. Source Image processing flow chart 
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After going through this process, the image will be processed: 

1 img_names = "{}{}".format(path,img); 

2 print("Load {}".format(img_names)); 

3 img = cv2.imread(img_names); 

4 b,g,r = cv2.split(img); 

5 rgb_img = cv2.merge([r,g,b]). 

4-1- Preprocessing 

At this stage, the raw text image is taken, and then the process of removing noise from the colored text image is 
performed. After that, the process of smoothing the image using the median blur technique, so that the texture of the text 
image becomes smoother. After the refinement process, the image is converted into a grayscale image. Then, the image 
is converted into a binary image, this operation is called adaptive thresholding. 

4-1-1- Color Image Denoising 

At this stage, the process of removing the noise in the color text image is done. The process of removing noise is done 

either in small amounts or in large amounts. In the process, a small area around the pixel is taken, and an average 
calculation process is performed with the aim of replacing the central element. Noise is considered a random variable 
with an average of zero. The noise equation is p=p0+n, where p0 is the actual value of the pixel and n is the noise in the 
pixel. In the process of removing noise, the same number of pixels, n, from different images will be taken, and then the 
average value will be calculated. In this process, the value p=p0 should be obtained because the average noise is zero. 

Once the image is grayscale, the result will be noise caused by lighting factors and source files that do not match the 

characteristics of the image. Therefore, the noise contained in the grayscale image will be deleted or removed using the 
Gaussian Fuzzy method because this technique is very suitable for removing noise from the image that has been exposed 
since this technique can maintain the originality of the image. The image process that still contains noise can be seen in 
Figure 4. 

 

Figure 4. Flow chart of image processing that contains noise 

Algorithmic process to eliminate the noise found in the picture image, can be shown in the pseudo code below: 

INPUT: Picture 

OUTPUT: Pictures without noise 

For Block pixels in Pictures: 

Take the middle value from the block 

Calculating the Average of a pixel neighborhood 

Calculation of Noise Value 

Compare the mean value with the middle value 

IF Noise <> 0 Then 

Replace the Middle value with the Flat value 

End IF 

End For 
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Based on the process above, it can be explained that if the input from the algorithm is a colored text image, then the 

result of the algorithm process is a colored text image without noise. In the first stage, a repetition process will be done 

on each image block. Each iteration process will take the middle value from the block, then perform the process of 

calculating the average value of the pixel neighborhood. The result of the average calculation is then calculated as a 

noise value. Once the noise value is obtained, the noise value review process is carried out to ensure whether it is 

necessary to change the value of the center pixel or not. After the process is completed at all levels of repetition, the 

result is a new image without noise. 

125 127 128 

126 128 126 

128 126 127 

Figure 5. Original Image Pixels 

In Figure 5, the image that has been selected will be de-noised. The first step is the value from the average will be 

calculated to obtain the pixel value in the middle. Based on picture 4.1 the picture that has been selected has pixels with 

a value of 128. Average = (125+127+128+126+126+128+126+127)/8 = 126.625 From the results of the average 

calculation, the average value is obtained which is 126.625, then the noise value will be calculated as follows: 

P = P0+N 126.625 = 128+N (1) 

N = 128 -126.625 = 1.375 (2) 

The result of calculating the noise value obtained based on the picture is 1.375. Then the noise value produced should 

be made up to a value of 0. The process of removing noise can be seen in Figure 6: 

125 127 128 

126 127 126 

128 126 127 

Figure 6. Image pixels of the noise removal process 

The process of removing noise on colored text images implemented in Python programming code is described as 

follows: 

1 img = cv2.imread(img_names) 

2 
b,g,r = cv2.split(img) # get b,g,r rgb_img = cv2.merge([r,g,b] 

 # switch it to rgb 

3 Denoising = cv2.fastNlMeansDenoisingColored(img,None,10,10,7,21) 

Line 1 of the code above is the process to open the image file. The second line is the process of changing from BGR 

image format to RGB format. While line number three is a process to remove the noise found in the picture. The result 

of the implementation of the coding cut above can be shown in Table 2. which is a comparison of the original image 

before and after the noise removal process. 

Table 2. Comparison before and after noise is removed 

Before After 

  

4-1-2- Image Median Blur 

Median blur or median filter is a technique that is often used to remove noise from images. The central element of 

the image is replaced by the median of all pixels in the kernel region. Median blur is a technique that processes edges 
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while removing noise. This technique uses the medianBlur () method from the imgproc class. The syntax of this method 

is as follows: 

1 b,g,r = cv2.split(Denoising) # get b,g,r 

2 rgb_dst = cv2.merge([r,g,b]) # switch it to rgb 

3 rgb_dst = cv2.medianBlur(rgb_dst, 3) 

In the median blur operation, the image to be processed is derived from an image that has had noise removed. Line 

one is the process of extracting BGR pixel data from the image. The second line is the process of converting from BGR 

pixels to RGB. The third line is the rgb_dst process that uses the input, and the number three is the number of kernels 

that will be used. The result of the above coding is shown in Table 3, which is a picture of the result of the median blur 

process. 

Table 3. The result of the median blur process 

Before After 

  

4-1-3- Covert to Gray Image 

The group of pictures taken from the website of the Institute of Visual Informatics, Universiti Kebangsaan Malaysia, 

are color pictures. The process of converting a color image into a grayscale image requires more knowledge about color 

imagery. The color of a pixel in an image is a combination of three colors, namely red, green, and blue (RGB). RGB 

color values are represented by XYZ in three dimensions, which are lightness, chroma, and hue attributes. The quality 

of a color image depends on the color represented by the number of bits that can be supported by the digital device. 

Basic color images are represented by 8 bits; high color images are represented by 16 bits; native color images are 

represented by 24 bits; and deep color images are represented by 32 bits. 

The number of bits determines the maximum number of different colors supported by a digital device. If red, green, 

and blue are represented by 8 bits, then the RGB combination is represented by 24 bits and supports 16,777,216 different 

colors. 24 bits represent the color of pixels in a color image. The grayscale image is represented by luminance using an 

8-bit value. The luminance of the pixel value in the grayscale image ranges from 0 to 255. Changing the color image 

into a grayscale image is done by changing the RGB value that contains 24 bits into a grayscale value that only consists 

of 8 bits. 

Various image processing techniques and software applications transform color images into grayscale images. 

However, image processing techniques or applications cannot deal with differences in chromaticity and illumination. In 

past research, several linear and non-linear techniques have been discussed to change color images into grayscale images. 

The latest techniques that can handle these differences are much better than the previous ones. However, the technique 

involves several computing procedures, such as changing RGB space to XYZ space, then approximation, then mapping, 

or other related techniques. Grayscale mapping from color images developed by approaching spectral uniformity is often 

inadequate. 

The latest techniques used to convert color images into gray images will take a long time for computing purposes and 

use a large amount of memory. Therefore, a new algorithm is proposed to transform a color image into a grayscale image 

that takes less time and uses less memory space. 

Based on the flow chart in Figure 7, the explanation that can be given is as follows: 

1. Pixel data from the previous process. 

2. Make a calculation on the Y value from RGB pixels. 

3. Check whether A is less than the pixel data length? 

4. If yes, continue to step 2. 

5. Otherwise, replace the pixel data with Y. 

6. Generate gray pixels from pixel data. 
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Figure 7. Grayscale Image Processing Flow Chart 

The algorithm process is able to change the color image into a grayscale image in the picture. The process of the 

algorithm can be shown in pseudo code as below: 

INPUT : Image 

OUTPUT : Image Graysacle 

For Blok piksel in Image: 

Piksel Grayscale = (R+G+B) /3 

Based on the process above, it can be explained that the input from the algorithm is a color text image, then the result 

of the algorithm process is a grayscale text image. The first step is to perform an iterative process on each pixel of the 

image. In each iteration process pixels will be taken and then those pixels will be evaluated. Starting with the grayscale 

pixels from the RGB pixels of the image, then the process of updating the grayscale pixels on the output image is 

performed. After all the repetition process is completed, the result is a new grayscale image as stated in Figure 8. 

R G B 

125 127 128 

Figure 8. Native RGB Pixels 

In Figure 8, the image will undergo the pixel change process from RGB format to grayscale pixels.Gray = 

(125+127+128) / 3 = 126.333 

Based on the results of the grayscale calculation, the gray pixel value was obtained with a value of 126,333. After the 

process of changing the image to grayscale, the gray pixel value is as shown in Figure 9: 

R G B 

126 0 0 

Figure 9. Grayscale pixels 

The process of removing and changing the pixels on the colored text image to grayscale is implemented in the python 

programming code as follows: 

1 grayscaled = cv2.cvtColor(rgb_dst, cv2.COLOR_BGR2GRAY) 

On the code line above, it is a process to change an image with RGB format to a grayscale image. diman rgb_dst is 

the input image in RGB pixel format while COLOR_BGR2GRAY is the destination pixel format in gray format. The 

result of the implementation of the coding program above is shown in Table 4, the result of the comparison of the image 

with RGB format before the process and the image in grayscale format after undergoing the grayscale process. 
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Table 4. Comparison Results Before and After the Grayscale Process 

Before After 

  

4-1-4- Adaptive Thresholding 

Adaptive thresholding is the simplest image segmentation method. In grayscale images, thresholding can be used to 

create binary images. A binary image is produced from a color image by segmentation. Segmentation is the process of 

assigning each pixel in the source image to two or more different classes. If there are more than two classes, then the 

usual result is several binary images. 

In image processing, thresholding is used to divide the image into smaller segments, or chunks. A color or grayscale 

value is used to define the limit. The benefit of the first binary image is that it can reduce the complexity of the data and 

simplify the process of identification and classification. The most common way to convert a gray-level image into a 

binary image is to choose a single threshold value. In this matter, adaptive thresholding can help. 

An algorithm will be used to determine the pixel threshold based on a small region around it. So researchers managed 

to get different thresholds for different regions for the same image and even gave better results for images with different 

lighting. 

With a clean image and no more noise, thresholding will perform the Adaptive Thresholding process, especially 

if there are pictures that have different lighting conditions in different areas. In that case, adaptive thresholding can 

help. The algorithm is able to determine the pixel threshold based on a small region around it. Thresholds for different 

regions of the same image need to be obtained in order to provide better results for images with varied illumination. 

Adaptive Threshold requires three input parameters. The adaptive method decides how the threshold value can be 

obtained: 

a. ADAPTIVE_THRESH_MEAN_C: 

Threshold value is the average in the surrounding area reduced by the constant C. 

b. ADAPTIVE_THRESH_GAUSSIAN_C: 

The threshold value is the gaussian-weighted sum of the environmental value that is reduced by the constant C. 

c. BlockSize determines the size of the neighborhood area and C is a constant that is reduced by the average or 

weighted number of neighborhood pixels. number of neighborhood pixels. 

Based on the flow chart in Figure 10, the explanation that can be given is as follows: 

1. Using the pixel data from the previous process. 

2. Fill in the threshold value and fill in the src from the pixel data. 

3. Calculate the equation etc. 

4. Check if x is less than the width of the image? 

5. If yes then step 3 needs to be repeated. 

6. If not then a check should be done is y less than the height of the image? 

7. If yes then step 3 needs to be repeated 

8. Otherwise, fill the pixel data with T. 

9. The pixel result of the binary image from the pixel data will be obtained. 
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Figure 10. Flowchart of the process of Thresholding Images containing Noise 

The algorithm process from the adaptive thresholding process in the picture, can be shown in the pseudo code as: 

INPUT : Pictures Grayscale 

OUTPUT : pictures Biner 

For Blok piksel in pictures Biner: 

Calculate lokal threshold on each block 

For Piksel in Blok: 

If Piksel < Threshold Then 

Piksel =0 

Else 

Piksel = 1 

End If 

End For 

End For 

Based on the process above, it can be explained that the input from the algorithm is a grayscale text image. Then the 

result of this algortima process is a binary text image that represents the pixel values 1 and 0. Langkah pertama yang, 

what needs to be done is to repeat the process on each pixel block of the image, then calculate the threshold value from 

the pixel block. After getting the threshold results from the block, do the process to update the pixels in the binary image 

with a value of 1 if the pixel value is greater than the threshold and a value of 0 if the pixel value is less than the threshold. 

After the process is completed at all iteration levels, the result is a new binary image, as outlined in Figure 11. 

125 127 128 

126 127 126 

128 126 127 

Figure 11. Grayscale Pixel Blocks 

In Figure 11, the image will be processed to change pixels from grayscale format to binary pixels. 

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = (125 + 127 + 128 + 126 + 127 + 126 + 128 + 126 + 127) / 9 = 126.666 (3) 
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Based on the results of the grayscale calculation, a threshold value of 126,666 was obtained, so that the result of the 

pixel block from the process of converting the grayscale image to binary is shown as in Figure 12: 

0 1 1 

1 1 1 

1 1 1 

Figure 12. Blok Pixel Biner 

The process of removing or changing pixels on a grayscale text image to a binary image is implemented in the python 

programming code as follows: 

1 threshold = cv2.adaptiveThreshold(grayscaled, 255, cv2.ADAPTIVE_THRESH_GAUSSIAN_C, 

cv2.THRESH_BINARY, 127, 1) 

2 threshold = cv2.bitwise_not(threshold) 

In the first line of code above, is the process of converting an image with grayscale format to a binary image. 

Grayscaled is the input image in RGB pixel format while cv2.ADAPTIVE_THRESH_GAUSSIAN_C is a threshold 

value which is the sum of the gaussian average of environmental values reduced by the constant C while 

cv2.THRESH_BINARY is for binary threshold. The result of the implementation of the coding program above is shown 

in Table 5 comparing the results of the grayscale image before and after the binary process. 

Table 5. Table of image comparison results before and after the adaptive threshold process 

Before After 

  

4-2- Morphology 

The Morphology process is used to extract text and recognize black-and-white text areas that contain document text 

or images. In this process will use two processes namely: 

a. Proces Dilation 

Returns a fast binary morphological adjustment of the image. This function returns the same result as grayscale 

dilation but has the ability to perform faster for binary images. Morphological dilation sets the pixel at (i, j) to the 

maximum over all pixels in the neighborhood centered on (i, j). Dilation enlarges the bright parts and reduces the 

dark parts. The environment is specified as a 2-D Array of 1 and 0. Otherwise, use structural elements with cross-

connections = 1). Outside of bool, Array is an option for storing morphological results. If nothing happens, a new 

Array will be allocated. 

b. Proces Erosion 

Restores image binary morphology erosion faster. This function returns the same result as grayscale erosion but 

works at a faster rate for binary images. Morphological erosion sets the pixel at (i, j) to the minimum over all pixels 

in the neighborhood centered on (i, j). Erosion shrinks in light areas and enlarges in dark areas. Selem ndarray, the 

environment option is specified as a 2-D array of 1 and 0. Otherwise, use intersecting structural elements (extension 

= 1). Out of bool, optional Array to store morphological results. If Nothing is passed, a new Array will be allocated. 

At this stage, a morphological transformation process will be carried out, which is a process of change based on the 

shape of the image and is carried out on a binary image. In this process will require two inputs, one is the original binary 

image, the second is called a structuring element or kernel that determines the nature of the operation. This morphological 

transformation process consists of two basic morphological operators namely Erosion and Dilation. The variant form is 

like opening and closing. 

Based on the flow chart in Figure 13, the explanation that can be given is as follows: 

1. The pixel data is taken from the previous process. 

2. Fill src with pixel data. 

3. Calculate the erosion or dilatation value for all elements at src. 
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4. Check if x is less than the width of the Image? 

5. If yes then step 3 needs to be repeated. 

6. If not then a check should be made to ensure that y is less than the height of the image? 

7. If yes, step 3 needs to be repeated. 

8. otherwise, fill the pixel data with dst. 

9. The pixel result of the binary image from the pixel data will be obtained. 

The morphological transformation process on the text image is implemented in the python programming code as 

follows: 

1 gradient = cv2.morphologyEx(threshold, cv2.MORPH_GRADIENT, kernel) 

2 opening = cv2.morphologyEx(threshold, cv2.MORPH_CLOSE , kernel) 

3 dilation = cv2.dilate(threshold,kernel,iterations = 1) 

The first line of code above, is a process for morphological transformation on text data images. At this stage, a binary 

image as input. cv2.MORPH_GRADIENT is an operation type for gradient morphology while cv2.MORPH_CLOSE is 

an operation type for closing morphology. The result of the implementation of the coding program above is shown in 

Table 6 which shows the comparison results from the binary image before and after the morphological transformation 

process. 

Table 6. Table of comparison results before and after the morphological transformation process 

Before After 

  

4-2-1- Binary Image 

At this level is the input process from the morphological transformation, which is the binary image input process. The 

image received is a processed binary image. 

4-2-2- Image Erode 

In this process, the boundaries of the object will be scraped with the background so that the background of the image 

remains white. At this level, the kernel plays an important role as an area parameter or pixel process environment. Pixels 

in the original binary image with values of 1 and 0 will be considered 1 only if all pixels below the kernel are 1, otherwise 

they will be scraped to 0 until all pixels on the border are discarded, depending on the size of the kernel. This causes the 

thickness or size of the foreground object to decrease, or only the white area to decrease in the picture. The small white 

noise present in the binary image will be removed while the two connected objects will be released. 

4-2-3- Image Closing 

The process of closure is the opposite of opening, which is a process of widening followed by erosion. In this case, it 

is useful to cover the small holes found in the foreground object or small black dots on the object, thus obtaining an 

object with a closed area. 

4-2-4- Image Dilate 

The process of dilatation is the reverse process compared to the process of erosion. This process will add to the 

boundaries of the object. This condition will increase the black region of the image or cause an increase in the size of 

the object, as in the case of noise removal, erosion, and will be followed by widening or dilation. The erosion process 

will remove white noise. In addition, the erosion process also shrinks the object. Therefore, the widening process needs 

to be done. Since the noise has disappeared, the object area needs to be added with dilation. In addition, this process is 

also useful for combining parts of damaged objects. 
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5- Results and Discussion 

5-1- Algorithm Testing 

In the algorithm testing process, the test images that will be used will be selected first. Next, the Tesseract Standard 

OCR command will be run on the raspberry device that has been prepared. The input used for the testing process of this 

algorithm is in the form of test images that have been selected in advance, while the output from the results of this testing 

process is in the form of text or characters resulting from the recognition and interpretation process performed by the 

Tesseract OCR Algorithm. 

The algorithm optimization process is done with the aim of getting better OCR results by using the algorithm found 

in OCR tesseract. The main process of Tesseract Algorithm Optimization consists of preprocessing and morphological 

stages. The preprocessing process involves image, denoising, median filtering, grayscale, and adaptive thresholding, 

while the morphological process consists of binary image, erosion, image closing, and image dilatation. 

The proposed method has been implemented using the Python programming language device Raspberry Pi 3. For the 

character identification process, the Tesseract software will be used. At this stage, OCR Tesseract will be introduced by 

using the character recognition algorithm that is already available on Tesseract, which will be used as a standard 

parameter during algorithm testing. The main purpose to be achieved from testing this algorithm is to produce text from 

the test images that have been prepared. The results of Tesseract's OCR Algorithm testing are shown in Table 7: 

Table 7. Tesseract OCR Algorithm Testing Results 

Source Image Process Results Using OCR Tesseract 
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Tesseract's OCR Algorithm testing results table shows that variations from test images give different results based on 

Tesseract's OCR Algorithm testing. This is because the Standard Tesseract Algorithm has a weakness, especially for 

images that contain noise. Pictures that have motifs or non-plain content will also be noise objects for Tesseract. 

5-2- Algorithmic Optimization 

Algorithm Optimization is an effort made to produce more optimal results by an algorithm. This can be done by doing 

additional levels or changes from the already existing algorithm by adding an insertion process or a new process so that 

a better algorithm result will be obtained. 
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The main purpose of this algorithm optimization is to get better text recognition results when compared to using the 

Tesseract Standard OCR Algorithm. Algorithm optimization techniques are used which consist of image processing 

processes such as preprocessing and morphology. The results of the Algorithm Optimization testing proposed to optimize 

the Tesseract OCR Algorithm are shown in Table 8: 

Table 8. Tesseract OCR Algorithm Optimization Testing Results 

Source Image Results Method 
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5-3- Level of Testing Accuracy 

Confusion matrix is one of the predictive analytics tools that displays and compares the actual value or real value 

with the model's predicted value to produce a specific evaluation matrix. This means that the Confusion matrix describes 

the labor of an algorithm used. The evaluation structure of the results of the Confusion matrix can be seen through Table 

9. The final result of the Confusion matrix will provide information about the error value of the algorithm when compared 

to the value of the actual text. To get an accurate value, the process of calculating the level of accuracy needs to be done. 

Table 9. Confusion Matrix 

Actual Value 

  1 (Positive) 0 (Negative) 
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v
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TP 
(True Positive) 

FP 
(False Positive) 

0
 (

N
eg

a
ti

v
e
) 

FN 

(False 
Negative) 

TN 

(True Negative) 

In order to find out the level of accuracy of the method used, the Confusion matrix evaluation will be carried out on 

the final result of OCR Tesseract Standard and also on the result of Optimizing OCR Tesseract Algorithm. The results 
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from the evaluation will provide information about the error value of the algorithm compared to the actual text result. 

Confusion matrix in the form of a matrix diagram that describes the performance of the algorithm. Confusion matrix 

evaluation structure can be seen through Table 9. To obtain accurate results, the accuracy evaluation process needs to be 

carried out. In this study the accuracy equation comes from Table 9. 

For each evaluation parameter, the Confusion matrix is obtained by comparing the number of characters or letters 

produced from the process before the Algorithm Optimization and the results of letters or characters after the Algorithm 

Optimization process is carried out.  

True Positive (TP) 

 Is positive data with correct text, the value is obtained by comparing the number of correct characters by the system 

before and after Algorithmic Optimization is performed. 

True Negative (TN) 

 It is a negative data with the correct text, the value is obtained by comparing the number of correct characters by 

the system before and after the Algorithm Optimization is performed. 

False Positive (FP) 

 Is negative data but predicted as positive data, the value is obtained by comparing the number of wrong characters 

but interpreted as correct by the system before and after Algorithm Optimization is performed. 

False Negative (FN) 

 Is positive data but predicted as negative data, the value is obtained by comparing the number of wrong characters 

but interpreted as wrong by the system before and after Algorithm Optimization is done. 

Confusion matrix evaluation is described through the equation found in the formula 4: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦:
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (4) 

All parameters from the Confusion matrix are obtained from the data of the results of the tests that have been 

performed. The final results from the Confusion matrix evaluation are shown in Table 10. 

Table 10. Confusion Matrix Calculation Results Table 

Number Process Results using OCR Tesseract Results Using the Method 

Result OCR 
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Based on Table 10, the accuracy level assessment is done using the Tesseract OCR Algorithm. The final result of 

testing is compared with the final result of optimization using the proposed algorithm. Evaluation of the level of accuracy 

of the Tesseract OCR Algorithm: All the following figures are obtained from Table 9 which is the final result of the 

testing that has been done. After that. The calculation is done on each parameter using the Confusion matrix evaluation 

as follows: 

𝑇𝑃 = 20 + 9 + 119 + 43 + 35 + 31 + 12 + 37 + 116 + 48 + 61 + 51 + 123 + 116 + 159 + 107 = 1087  

𝐹𝑃 = 14 + 0 + 123 + 3 + 1 + 44 + 41 + 24 + 70 + 9 + 1 + 27 + 3 + 125 + 31 + 24 = 540  

Accuracy∶
1087+0

1087+0+540+0
 = 0.66 

(5) 

Tesseract OCR Algorithm Optimization Accuracy Calculation: 

𝑇𝑃 = 34 + 9 + 242 + 46 + 36 + 75 + 53 + 61 + 116 + 48 + 59 + 78 + 126 + 241 + 148 + 99 = 1471 

𝐹𝑃 =  0 + 0 +  0 + 0 +  0 +  0 +  0 +  0 +  38 +  0 +  7 +  0 +  0 +  38 +  42 +  32 =  157 

Accuracy :
1471+0

1471+0+157+0
 = 0.903 

(6) 

Based on the evaluation results, the TP value is the value obtained by calculating the number of correct characters in 

OCR identification, the FP value is the value obtained from the result of calculating the number of incorrect characters 

in the OCR identification process. Accuracy is a value in the form of a percentage of the success rate. The final results 

of the accuracy level evaluation can be seen through Table 11: 

Table 11. Schedule of the Final Results of the Accuracy Stage Assessment 

Method Accuracy Value 

OCR Tesseract Standard 66.6 % 

Tesseract OCR optimization 90.3% 

Based on Table 11, the accuracy results of the model using OCR Tesseract Standard, the accuracy value obtained is 

66.6% while the accuracy result from the Tesseract OCR Algorithm Optimization model, the accuracy value obtained is 

as much as 90.3%. 

6- Conclusion 

Preprocessing is required for Tesseract OCR to be able to read text from still images. Tesseract OCR is used to 

recognize text from still photos. Many still images—including those from websites, scanned still photos from magazines, 

newspapers, and other sources, as well as posters and other visual materials—contain text and information that has been 

embedded in or written in various image formats. Digital photographs contain more flaws than document images, 

including noise, loss of compression, noise reduction, and significant texture softening. Another issue is multicolored 

backdrops with poor resolution. The study focuses on techniques for extracting text from still web photos. There are 

three stages to creating a still photograph. the first stage of preliminary processing (preprocessing), which includes 

morphology, noise reduction, and the grayscale technique. This stage is the initial conversion of the source image 

(original) into a text that Tesseract OCR can understand. The second stage involves extracting the text region using 

binary pictures, segmentation, and selection (region selection). Reading the blob extraction (Blob extraction) is part of 

the text area extraction procedure's third phase. The Raspberry Pi's second phase is its processing, and the Arduino's 

third phase is its data. The information from the preprocessing method will then be passed to Drawbot, which can be 

read and rebuilt using the Arduino control. Pre-processing and extracting the text area will produce more accurate results 

and aid the drawbot/Flotter in writing the text without errors if done properly. The results of this study will be used to 

develop a novel preprocessing technique that combines grayscale, noise removal, thresholding, and morphology to 

provide clear still image text outputs that the tesseract OCR engine can read reliably. 
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