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Abstract 

This research addresses the need for accurate design cost estimation in the Make-To-Order (MTO) 

industry. The complexity of product customization is key to differentiation. While many studies 

focus on manufacturing cost estimation, few explore design cost estimation. To improve the 
accuracy of design cost estimation, this research proposes a new cost driver based on design features 

available in Computer-Aided Design (CAD) data. The design feature is analyzed to the actual 

industry cost using machine learning methods, including Artificial Neural Networks (ANNs) and 
Support Vector Regression (SVR). The cost drivers identified as significant consisted of twenty-six 

3D CAD features and four 2D CAD features. The results showed that the ANN models outperformed 

the SVR models in correctly estimating product design costs, as evidenced by the high R2 values in 
the training and testing phases. The proposed method allows early identification of cost drivers, a 

significant advantage at the order initiation stage when detailed design features are often ambiguous. 

The novelty of this research is the use of 3D CAD technology for cost estimation, which quantifies 
costs based on product design complexity, providing valuable insights into the impact of design 

adjustments on costs early in the design process. 
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1- Introduction 

The increasing demand for product customization underscores businesses' need to promptly and accurately respond 

to consumer orders, directly impacting the costs disclosed to the customer. Estimating these costs hinges on appropriate 

product design and customer approval, making cost prediction a fundamental criterion in evaluating engineering design 

costs [1, 2]. Accurate cost prediction gives designers a comprehensive understanding of manufacturing costs throughout 

the design process and facilitates early modifications to minimize these costs [3]. Estimation plays a crucial role in 

designing product costs, as it directly impacts the competitiveness of a business [4, 5]. If costs are estimated to be too 

high, this may lead to uncompetitive pricing and a loss of market share. On the other hand, underestimating costs can 

result in reduced profit margins or even losses on individual orders. Therefore, accurate estimation is vital for identifying 

the optimal balance between meeting customer customization demands and managing design costs effectively.  

The Make-To-Order (MTO) industry presents unique product design and cost estimation challenges. The connection 

between product design and cost estimation is particularly crucial in this industry due to the need for rapid and accurate 

cost prediction to efficiently fulfill bespoke requirements. However, the design costs in the MTO industry represent a 

significant and intricate aspect of production expenses. The design is critical given the bespoke nature of the MTO 

industry, where each product is uniquely tailored to meet individual customer requirements. Design teams invest time 
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and expertise in understanding customer specifications, creating prototypes, and utilizing sophisticated computer-aided 

design tools. These expenses encompass not only the conceptualization of the product but also considerations for 

production feasibility, material selection, and adherence to quality standards. Managing design costs in the MTO industry 

requires a delicate balance between delivering tailored solutions and optimizing the efficiency of the design process to 

ensure market competitiveness. Due to the complexity of the design process, several surveys of the MTO industry apply 

design estimation, which can be classified into three approaches: a) personal judgment [6], b) design time/effort [7], or 

c) a percentage value of total product cost [8, 9].  

One approach to design cost estimation in the MTO industry involves relying on the personal judgment of experienced 

design engineers. This method leverages the expertise and experience of individuals involved in similar projects to make 

informed estimates of design costs. While this approach can be helpful, it may also introduce variability based on 

individual perspectives and experiences, making it necessary to calibrate and validate the estimates against historical 

data and actual costs. Another approach entails estimating design costs based on the time or effort invested by the design 

team in developing a customized product. By quantifying the hours spent on activities such as understanding customer 

specifications, creating prototypes, and utilizing Computer-Aided Design (CAD) tools, organizations can derive a cost 

estimate based on hourly rates and the expertise of the personnel involved. However, this approach must also account 

for the potential variation in the efficiency and skill levels of the design team members, which can impact the accuracy 

of the estimates. The third approach involves deriving design costs as a percentage of the total product cost. This method 

establishes a predetermined percentage of the overall production expenses encompassing design-related activities. While 

this approach provides a simplified and standardized method for estimating design costs, it is essential to periodically 

reassess the validity of the predetermined percentage to account for changes in technology, materials, and design 

complexity. In conclusion, selecting an appropriate approach to design cost estimation in the MTO industry requires a 

thorough understanding of the organization's capabilities, historical data analysis, and continuous validation against 

actual costs. 

In this context, accurate estimation of design costs becomes even more crucial due to the unique nature of each order 

in the MTO industry. Striking a balance between meeting customer customization demands and efficiently managing 

design costs is a significant challenge for businesses in this industry. The most critical costs to address early on are 

product design costs because they are usually determined based on the complexity of the design and machining planning 

procedures [10]. Moreover, the product design phase must be completed first due to its significant influence on the 

materials and machine planning process [11]. This means that there is a need for a detailed analysis of the factors 

affecting the selection of a material/process combination compared to the others, as well as the overall production cost. 

The critical importance of defining the early design phase leads this study to attempt to predict design costs using design 

features based on a CAD model of products. 

The research problems studied were identified to predict product design costs, as indicated in Figure 1. It was observed 

from an investigation that the cost determination method applied by the MTO industry has the potential to produce values 

that can either be higher or lower than the correct price. This can lead to a decline in customer trust when the estimate is 

too high and the company's gross profit is too low. This is associated with the nonconsideration of all the design features 

in the CAD model. Therefore, the main focus of this study is to incorporate design features when estimating product 

design costs. 

 

Figure 1. Fundamental issues related to the product design cost prediction in the MTO industry were investigated  

In line with this focus, incorporating design features based on the CAD model of products can significantly enhance 

cost estimation accuracy in the MTO industry. By leveraging the detailed design features within the CAD model, 

including material selection, prototype creation, production feasibility, and adherence to quality standards, the predictive 

model can account for the nuanced complexities of customized product designs [9, 12]. This method addresses the 

shortcomings found in current design cost estimation methods, specifically in understanding the complexities of the 

customized needs of the MTO industry. 
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To address this, businesses must leverage advanced methods such as Machine Learning (ML) to improve cost 

estimation models. By integrating these into the design process, companies can gain valuable insights to optimize product 

designs, streamline manufacturing processes, and ultimately reduce manufacturing costs while improving customer 

satisfaction. ML algorithms can analyze and identify patterns within large datasets, allowing more precise cost 

estimations based on historical data and current design specifications [13]. 

ML approaches offer the advantage of capturing both linear and nonlinear data patterns, thereby enabling the 

generation of accurate estimation results [14, 15]. Various ML algorithms can be employed, such as neural networks, 

support vector machines, linear regression, decision trees, and random forests [16–18]. Each algorithm has its strengths 

and can be suitable for different aspects of design cost estimation. These algorithms can be used to analyze complex 

relationships between various design features and their respective costs effectively, ultimately improving the precision 

of cost estimations. By leveraging ML, businesses can develop models that consider the intricate interplay of multiple 

variables influencing design costs, leading to more reliable estimates. 

This research proposes a systematic design cost estimation method for the early design stage of the MTO industry. 

Therefore, the objectives of this study are as follows: 

• To analyze the effectiveness of adopting an ML approach, including an Artificial Neural Network (ANN) and 

Support Vector Regression (SVR), to estimate early product design costs using design features extracted from CAD 

models and actual company cost data. 

• To develop an application to assist businesses in rapidly estimating the costs of designing products using the best 

prediction model. 

Our research introduces an innovative approach to cost estimation, especially during the order acceptance phase of 

MTO operations, where product attribute scarcity typically occurs. Our study has two contributions. First, this study 

rigorously tests the efficacy of incorporating state-of-the-art ML techniques, specifically ANN and SVR, into early 

design cost prediction. This study relies on extracting key design features from CAD models, supplemented with actual 

cost data from the industry. By pitting ANN against SVR, our research uncovers intrinsic design-cost attributes. Second, 

we translated our research results into practical use by developing an application designed to empower the MTO industry 

with the ability to quickly and accurately estimate costs associated with product design. This application leverages the 

ability of the best-performing prediction models to optimize MTO operations. 

The remainder of this paper includes Section 2, which focuses on reviewing the literature related to the applicability 

of the ML technique to early design cost estimation; Section 3 introduces the method applied to model ML estimations; 

Section 4 examines the outcomes of case studies involving the analysis of product design costs and analyses the 

performance of ML approaches; and Section 5 summarizes and discusses future works. 

2- Related Works 

Multiple approaches have been developed to estimate early design costs. In a study by Molcho et al. [19], these 

approaches were categorized into four main methods: expert opinion, parametric methods, analogical methods, and 

expert systems. The selection of the most suitable approach depends on the cost engineer's knowledge and the quantity 

of known product attributes/features. However, predicting costs during the early stages of product development remains 

challenging due to the limited information on conceptual product attributes [20]. Consequently, parametric methods are 

commonly favored; these methods involve creating simple cost functions based on the relationship between attribute 

values (e.g., production volume, product weight, machine size, cycle time) and costs [21].  

The design process usually makes more information accessible, subsequently allowing the development of cost 

estimates for design features, manufacturing characteristics, and even a process plan. In this case, the fact that a 

sufficiently accurate cost function needs to be known by an engineer a priori is a significant difficulty of parametric 

methods [14]. Moreover, an unclear functional relationship between design features and costs frequently limits the ability 

of a defined function to adjust the parameters and fit the case data [20]. This means that a new cost-predicting relationship 

must consider additional design features instead of the previous parametric method. 

Using ML algorithms in product design cost estimation offers a notable enhancement over traditional parametric 

methods [22]. By leveraging historical data and current design specifications, ML approaches can capture complex and 

nonlinear data patterns, allowing more precise cost estimations [14, 15]. Unlike parametric methods, ML approaches 

can adapt to changes in product specifications in real time, providing more accurate and comprehensive cost estimates. 

Additionally, the automation of cost estimation through ML reduces the time and resources required for manual 

calculations, enabling faster responses to customer orders and design modifications. One significant advantage of using 

ML for early design cost estimation in customized product design is its ability to adapt to each product's unique 

characteristics and complexities. Traditional parametric methods often struggle to account for the intricate interplay of 

multiple design variables and their respective impacts on costs. Conversely, ML excels at capturing these complex 

relationships and patterns, providing more accurate and reliable cost estimates for customized products. 
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The ML approach is Artificial Intelligence (AI) that can be applied to explore correlations between parameters using 

data without needing a predefined function with free parameters [20, 23]. This means that the primary advantages of this 

method include its relative simplicity in constructing its structures and its ability to simulate complicated nonlinear 

interactions and behaviors [24]. The ML approach can identify functional correlations between product design features 

and costs that are unknown to the cost engineer. This proves that different ML methods, such as ANNs, Support Vector 

Machines (SVMs), SVRs, K-nearest neighbors, and Bayesian methods, can resolve manufacturing problems such as 

estimation, detection, and classification [15, 23]. It is important to note that several studies have applied ML methods 

specifically for early cost estimation, as presented in Table 1, due to the numerous associated benefits. 

Table 1. Previous Studies on Cost Estimation Using ML Method. 

Researcher Products Input design features ML method 
Validation  

(Performance Comparison) 

Cavalieri et al. [25] Automotive products 
Raw disk weight, number and type of foundry cores, 

material type, geometric shape, and disk type. 
ANN 

NN vs. parametric method using 

MAPE 

Yeh & Deng [26] 
Bending process and material 

of carbon steel pipe 

Pipe diameter, pipe flange rate, no. of axes, the distance 
between the lending point and the end of the pipe, and 

no. of bends. 

BPN and LS-SVM 
NN vs. LS-SVM using MSE, 

MAPE, R2 

Loyer et al. [27] Jet engine components Span, mid-chord, number of blades, materials 
GB, MLR, ANN, 

SVR, GAM 

GB vs. MLR vs. ANN vs. SVR vs. 

GAM using MAPE and NRMSE 

Leszczyński & 

Jasiński [28] 

Product life cycle of induction 

motors 

Rated power, rotational speed, rated current, no. of 

poles, shaft diameter, and net weight. 
ANN NN vs. parametric method using PE 

Ning et al. [29] 

Guide shaft, positioning guide 

shaft, guide-shaft bearing, 

roller, fixing ring, insertion 

pin, and metal gasket 

The image files of 2D and voxel data of 3D parts. CNN 2D CNN vs. 3D CNN using MAPE 

Ning et al. [30] 

Guide shaft, metal gasket, 

guide-shaft bearing, roller, 

fixing ring, and cantilever pin 

Voxel of the 3D part-machining processing features, 

such as through-hole, diameter, depth, and cylinder. 

CNN, SVM, and 

BNN 

CNN vs. SVM vs. BNN using 

MAPE 

Bodendorf & Franke 

[14] 
Wheel products 

Product lifetime, location of production, geometry, 
etc.), material (e.g., quantity/weight and price), process 

parameters (e.g. cycle time, melt weight), assembly 

steps, the process step (e.g. casting), surcharge rates 

(e.g. process production step costs), work activities, 

tooling invests, and time. 

KNN, LR, SVR, NN, 

DT, AdaBoost 

Ensemble 

KNN vs. LR. Vs. SVR vs. NN vs. 

DT vs. AdaBoost Ensemble using 

MSE, RMSE, and R2 

Kurasova et al. [13] Furniture products 
Item measurement, material data, operational data, 

labor data, batch size, and manufacturing complexity. 
LR, DT, KNN, NN 

LR vs. DT vs. KNN vs. NN using 

RMSE and R2 

Yoo & Kang [31] 
CNC machined parts (e.g., 

pockets, slots, and holes) 

Voxelized 3D CAD model (pockets, slots, and holes), 

costs, materials, and volume data. 
CNN RMSE and MAPE 

Bodendorf et al. [32] Circuit boards Input image (Width, length, color) CNN AP and MAPE 

Zhang et al. [33] 

CNC machined rotary parts 

(e.g., turbine engine’s case, 

shaft, and disc) 

Geometrical, machining feature type, precision 

information 
ConvGNN MSE, MAE RMSLE 

Klocker et al. [34] Plastic injection molding parts 
Weight, material, cavity, cycle time, labor time, tool 

costs, and lot size 
DT, RF, GB, ANN 

DT vs. RF vs. GB vs. ANN using 

MAE, MSE, RMSE, and MAPE 

Hammann [35] Automotive products 
Total of 461 design features and the corresponding 

material costs 

ANN, DT, GB, CBR, 

SVR, ELR, LAR 
MAPE, NRMSE, EVS 

Rapaccini et al. [18] 
Components of Engineer-to-

Order Products (ETOPs) 

Qualitative features (material, supplier, etc.) and 
quantitative features (weight, length, number of items, 

etc.) 

RF MAPE 

This study MTO or Customized products 3D CAD features (point, line, arc, etc.) ANN, SVR. R2 

Note on machine 

learning approach 

DT: Decision Tree, KNN: K-Nearest-Neighbors, LR: Linear Regression, ANN: Artificial Neural Network, SVM: Support Vector Machine, SVR: Support 

Vector Regression, GAM: Generalized Additive Models, LS-SVM: Least Squares Support Vector Machines; BNN: Backpropagation Neural Network, CNN: 

Convolutional Neural Network, RF: Random Forest, GB: Gradient Boosting, CBR: Case-based Reasoning; ELR: Elastic net Regression; LAR: Lasso 

Regression 

Note on performance 

measure 

MAPE: Mean Absolute Percentage Error, MSE: Mean Square Error, MAE: Mean Absolute Error, RMSE: Root Mean Squared Error, PE: Percentage Error, 

R2: The determinant coefficient, RMSLE: Root Mean Squared Log Error; NRMSE: Normalized Root Mean Square Error; EVS: Explained Variance Score; 

AP: Average Precision 

Based on Table 1, Cavalieri et al. [25] analyzed parametric and ANN models for estimating production costs in the 

automotive industry, underlining the significance of early cost management in product development. Although neural 

networks offer a better balance between accuracy and development cost, parametric models provide more precise data 

interpretation, which is crucial for design optimization during the early stages. Yeh & Deng [26] introduced a product 

cost estimation model for the entire product life cycle utilizing ML approaches such as Back-Propagation Neural 

networks (BPNs) and Least Squares Support Vector Machines (LS-SVMs), which outperform traditional statistical 

models in terms of accuracy. The enhancement of LS-SVMs through data transformation techniques is explored to 

mitigate outlier issues in the cost database, using airframe structure manufacturing as a case study for validation. The 
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goal is to provide a more precise and universally applicable cost estimation model that is beneficial for cost planning 

and control across various industries. Loyer et al. [27] evaluated the effectiveness of five statistical models, namely, 

gradient boosted trees and support vector regression, for estimating the manufacturing cost of jet engine components 

using actual industrial data and found that these recent techniques significantly outperform traditional methods such as 

multiple linear regression and ANN. Considering various factors, such as computational cost and interpretability, in 

model selection is suggested. This highlights the importance of using multiple models for comprehensive analysis and 

demonstrates machine learning's potential for providing accurate, scalable cost estimates during the early design phase. 

Leszczyński & Jasiński [28] compared ANNs with parametric models for estimating product life cycle costs and 

found that ANNs could significantly reduce estimation errors for complex products. It also introduces a method using 

customer technical specifications for automatic cost estimation, enhancing efficiency and reducing engineer workloads, 

with empirical support from a Polish induction motor company's data. Ning et al. [29] explored the efficacy of using 2D 

and 3D Convolutional Neural Network (CNN) models for manufacturing cost estimation and reported that 3D CNNs 

outperform 2D CNNs in regression-based tasks due to their ability to handle voxel data at various resolutions and data 

volumes. This advancement in deep learning methods, mainly through 3D CNNs, offers significant potential for 

improving cost estimation practices within the manufacturing industry. Ning et al. [30] introduced a method using 3D 

CNNs for precise feature recognition in part cost estimation enhanced by SVM and back propagation neural network 

techniques for establishing accurate cost-feature relationships, with the latter providing superior estimations. This 

approach showcases high accuracy and speed in identifying part features and demonstrates the method's adaptability and 

the significant potential of back propagation neural networks in cost estimation applications. 

Bodendorf & Franke [14] evaluated six ML algorithms for predicting automotive wheel costs in early design phases, 

finding that all the models demonstrated high precision and accuracy but tended to undervalue total costs. Despite this, 

the efficiency and value of ML in enhancing cost engineers' decision-making and outperforming traditional spreadsheet 

calculations are emphasized, highlighting the importance of quality and quantity in training data. Kurasova et al. [13] 

introduced an ML-based approach for early cost estimation in customized furniture manufacturing, leveraging historical 

data to streamline and expedite the estimation process, albeit necessitating substantial historical data for effective 

training. This method, in contrast to traditional parametric and regression analyses, not only promises more accurate 

early-stage cost predictions with less human intervention but also aims to speed up product market entry by efficiently 

handling the complexities of estimating costs for custom designs with limited initial information. 

Yoo & Kang [31] developed a deep learning-based method for estimating manufacturing costs and visualizing 

machining features in 3D CAD models utilizing a 3D CNN model and 3D Grad-CAM. The method effectively identifies 

and differentiates CNC machining features and their complexities, offering designers actionable insights for cost 

reduction and thus enhancing the efficiency of redesign processes for those with limited knowledge of manufacturing 

costs. Bodendorf et al. [32] presented a novel approach for early cost estimation in manufacturing by applying deep 

learning techniques, specifically focusing on image recognition, regression, and autoencoding for circuit board cost 

analysis. The study demonstrated that deep learning models, validated with real-world data from an Original Equipment 

Manufacturer (OEM), enhance cost estimation accuracy, with object recognition-based methods outperforming 

autoencoding techniques, offering transferable insights for other cost estimation projects. 

Zhang et al. [33] presented a novel approach for estimating the manufacturing costs of CNC machined parts at the 

design stage using a Convolutional Graph Neural Network (ConvGNN) that incorporates precision information. This 

method, which significantly enhances the practicality of cost estimations compared to traditional deep learning models, 

involves constructing an attribute graph for machining features, developing a specialized ConvGNN named the Cost 

Estimation Network (CEN), and employing a modified Grad-CAM process for transparent decision-making, thereby 

achieving superior results by factoring in precision details. Klocker et al. [34] explored the use of machine learning for 

improving the accuracy and efficiency of cost estimation during early product development stages through a case study 

on plastic molding part production at an industrial company. It was found that tree-based algorithms surpass neural 

networks in terms of accuracy, mainly when predicting manufacturing parameters for individual process steps, enhancing 

cost estimation precision, and contributing to faster product development cycles. 

Hammann [35] investigated the effectiveness of machine learning and big data in product cost estimation for 

passenger cars, highlighting the superior predictive accuracy of ML algorithms over traditional methods for complex 

products with numerous parts and cost drivers. The study demonstrated that ML significantly enhances cost estimation 

precision—up to 3.5 times greater—with big data and identifies critical cost drivers across thousands of product 

configurations, offering valuable insights for cost management in early product development stages. Rapaccini et al. [18] 

developed and evaluated an ML-based early cost estimation framework for engineer-to-order products (ETOPs) in the 

oil and gas industry, addressing the gap in data-driven methodologies for cost estimation in industrial applications. 

Through action research with a large industrial company, this study demonstrates ML's ability to explore the relationships 

between early design choices and cost estimation, resulting in an effective cost estimation framework with iterative 

feature selection and guidelines for integrating ML into industrial contexts with limited ML knowledge. 
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Based on Table 1, our study marks a gap in the literature by concentrating on the unique challenges of cost estimation 

within an MTO company, contrasting with prior research that has focused primarily on mass production contexts. Unlike 

these earlier works that applied ANNs for cost estimation, our research not only adopts ML techniques for early-stage 

product design cost estimation in the realm of customization but also delves into a detailed analysis of 3D CAD-extracted 

features as the basis for our models. This study expands upon the work of previous studies by rigorously examining a 

broader range of input features from 3D CAD models, including both 3D and 2D geometric features. This nuanced 

approach allows us to comprehensively explore the impact of CAD-based design features on design costs. Furthermore, 

our comparative analysis of ML methods, with a specific emphasis on performance validation using R2 values, provides 

new insights into selecting the most effective technique for cost estimation in an MTO setting, thereby offering a novel 

contribution to the field. 

3- Model Development 

This study aimed to assess the applicability of ML approaches for cost estimation during the early phases of product 

design in the MTO industry for customized products. The focus is to ensure the possibility of using CAD models for 

products to predict product design costs. The new contribution of the proposed method in developing an estimation 

model is elaborated upon in the four-phase methodology, as shown in Figure 2. 
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Figure 2. Methodology to predict the product design cost 
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3-1- Phase 1: Data Collection and Selection 

The first step was to collect historical data, which involved applying order processing for the MTO company, 

comprising three recent years of data as the sample for this study. The dataset consists of information on the CAD model, 

which contains design features and historical data on actual design costs stored by the company. It is important to note 

that the data for the CAD model's features was determined while the design costs were recorded in spreadsheet format. 

The difference in these formats requires the application of a technique to merge the data into a single format to ensure 

a more straightforward automatic data transformation process. Therefore, the design cost data were incorporated into the 

CAD model, after which the irrelevant data were selected and eliminated. There were 486 different historical data 

records, with 36 entries containing irrelevant features removed. The design cost prediction model was developed using 

450 raw order processing data records. 

3-2- Phase 2: Pre-Data processing 

The preprocessing phase is necessary since the data collected cannot be used directly to develop the model. The first 

step in pre-data processing is to identify candidate variables. The independent variables in the CAD model are features 

used in the 3D modeling process. It is important to note that 26 features are often used in creating CAD models, including 

four features for 2D, which are points, lines, arcs, and ellipses; twenty-two features for 3D, such as revolve boss, sweep 

boss, loft boss, extrude boss, boundary boss, revolve cut, sweep cut, loft cut, extrude cut, boundary cut, hole wizard, 

fillet, chamfer, linear pattern, circular pattern, mirror, rib, draft, shell, wrap, intersect, and dome. Moreover, the 

dependent variables are the actual costs associated with the product design. 

The second step is to transform the raw data in the CAD model into a dataset in the form of a spreadsheet. The 

conversion process used Python in the CAD Application Programming Interface API. This procedure can decompose a 

CAD model into a number of features (independent variables), which are later stored in tabular format, as presented in 

Figure 3. 

Feature
Number of 

Feature
Feature

Number of 

Feature

Point_Num 31 Boundary_Cut_Num 0

Line_Num 21 Fillet_Num 1

Arc_Num 3 Chamfer_Num 0

Ellips_Num 0 LPattern_Num 0

Boss_Extrude_Num 1 CirPattern_Num 0

Revolve_Num 1 Mirror_Num 0

Sweep_Num 0 Rib_Num 0

Loft_Num 0 Draft_Num 0

Boundary_Num 0 Shell_Num 0

Cut_Extrude_Num 1 Wrap_Num 0

Cut_Revolve_Num 0 Intersect_Num 0

Cut_Sweep_Num 0 Dome_Num 0

Cut_Loft_Num 0 Hole_Num 1

Cost : 6954

 

Figure 3. Raw data (CAD model) transformation into the dataset 

Correlation analysis was subsequently conducted to determine the final selection of variables related to the number 

of features. This study applied the Spearman correlation coefficient because of its ability to analyze abnormally 

distributed datasets with linear or nonlinear correlations between variables, presented as a heatmap in Figure 4. Several 

variables had zero values, as indicated by the white line in the figure, because the features were used while developing 

the CAD models. These features were treated as independent variables because the models and software prototypes 

developed for design cost prediction in this study are intended for widespread usage by companies with MTO 

manufacturing systems. However, the Point_Num feature was excluded because it is strongly correlated with Line_Num 

and Arc_Num. This means that the model does not provide any additional information; rather, the model is more complex 

and biased. Finally, 25 features were used as independent variables to develop the model. 

The next stage was used to identify the outlier data from the 450 raw order processing data records. The process was 

conducted using the Mahalanobis distance. These outliers were not eliminated because the company has processed the 

CAD model to enrich the variety of the models used as datasets. 

The last stage in the data preprocessing process involves scaling the dataset features before they are input into the 

model. Various data scaling methods can be used, but Z-score standardization and min–max normalization can be 

performed. Model development after the data scaling process will be explained further in the next section. 
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Figure 4. Correlation between features (Independent variables) using a heat map 

3-3- Phase 3: Model Development 

This subsection explains the development of two ML techniques, ANN and SVR models, for estimating the cost of a 

product's design. 

ANN Model 

An ANN is the mathematical representation of how neurons function in the brain [24]. A network is constructed of 

nodes (in ANNs, neurons) connected by layers and sets of layers to construct a network. An example of a multilayered 

ANN used in this study is indicated in the following Figure 5. 

 

Figure 5. An example of ANN with a single input, multiple hidden layers, and a single output correlation between features 

(Independent variables) using a heat map 

Figure 5 shows that the layers are classified into three types, namely, input, hidden, and output. Moreover, 

Backpropagation (BP) algorithms were employed in network configurations because feedforward (or activation 

propagation) and error BP are generally used to train networks [26]. 

During the feedforward stage, the input signal (preceding layer, l-1) to the hidden neuron nodes (the current layer, l) 

𝑆𝑗
𝑙 was calculated as a function of the sum of the weighted inputs and bias, as expressed in Equation 1. 
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𝑆𝑗
𝑙 = (∑ 𝑊𝑗

𝑙−1ℎ𝑗
𝑙−1 + 𝑏𝑙−1𝑛

𝑖=1 )  (1) 

where 𝑥𝑗
1 = ℎ𝑗

2−1 is the input vector defined for this study with 25 input variables 𝑥1
1 to 𝑥25

1  and 𝑊𝑗
𝑙−1 is the weight 

connecting each node j in the previous layer (𝑙 − 1) to node j in the current layer l. It is important to note that the bias 

in the prior layer is indicated by 𝑏𝑙−1. Subsequently, the output signal 𝑦𝑗
𝑙  for the neuron node 𝑗 of the current hidden 

layer l and the output signal 𝑦𝑖  for the output layer were obtained by passing the input signal 𝑆𝑗 through the activation 

function employed in the calculation and propagation steps, as expressed in Equation 2 and Equation 3, respectively. 

The activation function used for each hidden layer is the rectified linear unit (ReLU) (𝑓ℎ), while the output layer is 

linear (𝑓𝑜). 

𝑦𝑗
𝑙 = 𝑓ℎ(𝑆𝑗

𝑙) = max(0, 𝑆𝑗
𝑙  )  (2) 

𝑦𝑖 = 𝑓𝑜(𝑆𝑗
𝑙) = 𝑆𝑗

𝑙  (3) 

The output signal 𝑦𝑗
𝑙  was also transmitted as an input signal to the neurons of the subsequent layer in multilayer 

ANNs. Therefore, the estimated output 𝑦𝑖  was compared to the target output 𝑦ො𝑖 at the end of the feedforward stage by 

calculating the loss function or error (𝐸) via Equation 4. 

𝐸 =
1

𝑛
∑ (𝑦𝑖 − 𝑦ො𝑖)

2𝑛
𝑙=𝑖   (4) 

The 𝐸 value was backpropagated from the output layer to the input layer using a Bp training technique to minimize 

𝐸 by adjusting the link weights. The weight updating formula is provided in Equation 5. 

𝑊𝑗
(𝑙−1)∗

= 𝑊𝑗
𝑙−1 + ∆𝑊𝑗

𝑙−1 = 𝑊𝑗
𝑙−1 − 𝛿

𝜕𝐸

𝜕𝑊𝑗
𝑙−1  (5) 

where 𝑊𝑗
(𝑙−1)∗

 is the new update weight connecting the input and hidden layers or the hidden layer and the output layer. 

In comparison, the current weight is 𝑊𝑗
𝑙−1. Moreover, the error BP requires updating the gradient descent weights 𝛿 

until a convergence criterion is met, indicating that the network output is nearly as desired. 

In relation to 𝐸, this study also implemented the coefficient of determination (𝑅2) to calculate the accuracy of the 

ANN model based on the difference or error between the actual 𝑦ො𝑖  and predicted 𝑦𝑖  at its current position. 

𝑊𝑗
(𝑙−1)∗

= 𝑊𝑗
𝑙−1 + ∆𝑊𝑗

𝑙−1 = 𝑊𝑗
𝑙−1 − 𝛿

𝜕𝐸

𝜕𝑊𝑗
𝑙−1  (6) 

The adoption of 𝑅2 is due to its ability to capture the proportion of variation in actual values obtained by the ANN 

model. It provides a more accurate evaluation of the ANN model—the 𝑅2 value ranges from 0 to 1, with 1 reflecting the 

closest possible relationship. 

An experiment on the combination of hyperparameters is essential for determining the optimal designs of ANN 

models. This includes the number of neurons in every hidden layer, the number of hidden layers, the number of epochs, 

the batch size, and the learning rate [20]; Ning et al. [30] as an indication of the ANN architecture setup parameter 

presented in Table 2. The number of neuron and hidden layers is based on the rule of thumb defined by Heaton [36]. 

This research applies 2 to 5 hidden layers, 25 neurons in the input layer which corresponds to the number of design 

features and 1 neuron in the output layer. The number of epochs used is 1000 as a trial and error. The batch size is 

determined by the mini-batch gradient descent [37]. In most cases a good batch size is 32 or multiples [38]. The learning 

rate applies Adaptive Moment Estimation learning rate, set from 0.001 and gradually increases to 0.01 as proposed by 

Zulkifli [39]. 

Table 2. Hyperparameters used for ANN architectures. 

Hyperparameters Range values 

Number of neurons in each hidden layer and 

number of hidden layers. 

{(50, 50), (50, 25), (50, 50, 50), (50, 50, 25), (50, 50, 50, 50), (50, 50, 25, 13), 

(50, 50, 50, 50, 50), (50, 50, 25, 25, 25), (50, 50, 25, 25, 13), (50, 50, 25, 25, 13)} 

Epoch 1000 

Batch size {32, 64, 128} 

Learning rate 0.001 – 0.01 

Note: (50, 50) represents two hidden layers (Layer 1: 50 neurons, Layer 2: 50 neurons) 

SVR Model  

SVR is a supervised ML technique usually applied to address estimation-based regression problems. It employs the 

fundamental concept of a SVR, a sparse kernel machine that performs regression using a few support vectors forming a 
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hyperplane. However, the primary benefit of this approach is that it can handle linear and nonlinear regression 

estimations and curve fitting. To perform cost estimation in this study, we used the SVR model adopted from Zhang and 

O’Donnell [40]. Figure 6 shows a graphic representation of the SVR model under study. 

  
(a) (b) 

Figure 6. The representation of the nonlinear SVR model under investigation. a) A SVR maps all input data points using a 

mapping function on, ∅, where linear separation of the data is impossible to transform into a higher-dimensional kernel space, 

(b) a model that can be separated using a hyperplane (adapted from Zhang and O’Donnell [40]). 

Figure 6 (a) shows that the SVR maps the input feature data into a higher-dimensional feature space using a nonlinear 

mapping function, ∅, to handle nonlinear data [41]. A function was later developed in this high-dimensional feature 

space under a linear function, as expressed in Equation 7. 

𝑦𝑖(𝑋𝑖 , 𝑤) = (𝑤. ∅(𝑋𝑖) + 𝑏), 𝑤 ∈ ℜ𝑑  (7) 

Given the dataset 𝐿 = {(𝑋𝑖 , 𝑦ො𝑖  )}𝑖=1
𝑛 ∈ ℜ𝑑 × ℜ,, 𝑖 represents the number of training data points with input features 𝑋𝑖 

over space, ℜ𝑑, 𝑑 represents the number of input features, 𝑤 is a weight vector, 𝑏 is a scalar bias, ∅ is the coefficient 

used for transforming the nonlinear problem into a linear problem, and 𝑦𝑖  is associated with a single output. 

Figure 6 (a) indicates the essence of SVR, which provides an 𝜀-insensitive loss function to construct a hyperplane 

such that the predicted values (𝑦𝑖) of the training samples deviate slightly from their actual (observed) values (𝑦ො𝑖). 

Therefore, the slack variables (𝜉𝑖 , 𝜉𝑖
∗ ) and parameter 𝐶 were introduced, as shown in Figure 6 (b), to minimize the 𝜀-

insensitive loss function (see Zhang and O’Donnell [40]). The problem of determining 𝑤 and 𝑏 in Equation 8 was 

reformulated as follows: 

Min 
1

2
‖𝑤‖2 + 𝐶 ∑ (𝜉𝑖 + 𝜉𝑖

∗)𝑁
𝑖=1   (8) 

Subject to 𝑤. ∅(𝑋𝑖) + 𝑏 − 𝑦𝑖 ≤ 𝜀 + 𝜉𝑖
∗
, 𝑦𝑖 − 𝑤. ∅(𝑋𝑖) − 𝑏 ≤ 𝜀 + 𝜉𝑖, 𝜉, 𝜉∗ ≥ 0 

where 𝐶 represents the positive constant or regularization parameter used to optimize the model errors and flatness. 

Figure 6 (b) indicates that the slack variables (𝜉𝑖, 𝜉𝑖
∗) were introduced to prevent outliers or account for noisy data at the 

hyperplane boundary. Moreover, the optimization function of Equation 9 can be constructed in dual form by including 

the nonnegative Lagrange multiplier 𝑎𝑖, 𝑎𝑖
∗ for each observation 𝑋𝑖 as follows: 

the Max L (𝑎𝑖, 𝑎𝑖
∗) = 𝜀 ∑ (𝑎𝑖 + 𝑎𝑖

∗) + ∑ 𝑦𝑖(𝑎𝑖 + 𝑎𝑖
∗) −

1

2

𝑁
𝑖=1

𝑁
𝑖=1 ∑ ∑ (𝑎𝑖 − 𝑎𝑖

∗) × (𝑎𝑗 − 𝑎𝑗
∗)𝐾(𝑋𝑖 , 𝑋𝑖

′)𝑁
𝑖=1

𝑁
𝑖=1   (9) 

Subject to ∑ (𝑎𝑖 + 𝑎𝑖
∗) = 0; 𝑁

𝑖=1 𝑎𝑖 , 𝑎𝑖
∗ ∈ [0, 𝐶]  

The solution to the optimization problem 9 provides the unknown Lagrange multiplier, as expressed in the following 

Equation: 

𝑤 = ∑ (𝑎𝑖 − 𝑎𝑖
∗)𝑛

𝑘=1  ∅(𝑋𝑖)  (10) 

Finally, the function 𝑦𝑖  for predicting early product design costs was formulated as follows: 

𝑦𝑖(𝑋𝑖) = ∑ (𝑎𝑖 − 𝑎𝑖
∗)𝑛

𝑘=1  𝐾(𝑋𝑖 , 𝑋𝑖
′) + 𝑏  (11) 

where 𝐾(𝑋𝑖 , 𝑋𝑖
′) = ∅(𝑋𝑖)∅(𝑋𝑖

′) and is known as the kernel function (KF). Moreover, the Karush–Kuhn–Tucker criteria 

can be used to generate the term 𝑏 as follows: 
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𝑏 = 𝑦𝑖 − (𝑤. ∅(𝑋𝑖)) − 𝜀, 𝑎𝑖 ∈ [0, 𝐶]  

(12) 
𝑏 = 𝑦𝑖 − (𝑤. ∅(𝑋𝑖)) + 𝜀, 𝑎𝑖

∗ ∈ [0, 𝐶]  

The KF employed in Equation 12 for this study is the radial basis function (RBF), which is formulated as follows: 

𝐾(𝑋𝑖 , 𝑋𝑖
′) = 𝐸𝑥𝑝(−𝛾‖𝑋𝑖 − 𝑋𝑖

′‖2)  (13) 

The bandwidth of the RBF was determined by gamma 𝛾, while ‖𝑋𝑖 − 𝑋𝑖
′‖ is the Euclidean distance between 𝑋𝑖 and 

𝑋𝑖
′. It is pertinent to state that there are two different kinds of 𝛾: scale and auto. The value of 𝛾 for the scale type 

is 1 (𝑑 ∗ 𝜎(𝑋𝑖))⁄ , where 𝑑 is the number of input features, 𝜎(𝑋𝑖) is the variance of the input features, and 1 𝑑⁄  is used as 
the 𝛾 value by the autotype. 

The SVR model requires searching for an optimal setting of hyperparameter values (KF, 𝜀, C, and 𝛾), as presented in 
Table 3, to ensure accurate estimation performance. Moreover, the accuracy of the performance was assessed using the 
𝑡ℎ𝑒 𝑅2 value as expressed in Equation 6. It is also essential to state that the Python library scikit-SVM learn class was 

used to program the SVR model. This research applies the radial basis function (rbf) as the kernel function (KF). Radial 
kernels can be used to solve linear and non-linear problems and only require one parameter to be adjusted [42]. Two 
types of γ are applied: auto and scale. The hyperparameter of C and ε is set in an increasing value as presented in Table 
3. 

Table 3. Hyperparameters used for the SVR model 

Hyperparameter Range value 

KF {‘rbf’} 

γ {‘auto’, ‘scale’} 

C {0,1; 1; 10; 100; 1000; 10000} 

ε {0,1; 0,3; 0,5; 0,7; 0,9} 

Model Validation 

Grid search k-fold cross-validation was used in this study to validate the performance of different hyperparameter 

combination-based models. The k-fold cross-validation procedure was applied with 𝑘 = 10 to split the dataset, which 
included 450 records, into 80% training and 20% test sets. Moreover, the performances of both the ANN and SVR 
models must be evaluated as previously stated by applying the statistical analysis 𝑅2 in Equation 6 to determine the 
difference between their actual and predicted values. 

3-4- Phase 4: Development of the Application Program for Early Product Design Cost Estimation 

The best model in the previous phase was used to develop an application program with a graphical user interface 
(GUI) to ensure user friendliness. The application program has two main functions: the train model function and the cost 

estimation function. 

4- Results and Discussion 

ANN and SVR models were tested to predict the early product design cost. Table 2 showed 30 ANN models were 
generated for each min–max normalization and Z score standardization method used in the feature scaling process. 
Moreover, the hyperparameters listed Table 3 were used to create 60 SVR models for each method in a similar manner. 
To ease the analysis process, this study only presents the results of the five best models for each ML approach under 

both feature scaling methods of the dataset, as indicated in Tables 4 and 5, respectively. 

Table 4. Results of the 𝑹𝟐 coefficient for the ANN model 

Model Feature scaling dataset Hidden layer structure Batch size Training score (𝐑𝟐) Test score (𝐑𝟐) 

ANN-1 

Min–Max Normalization 

(50, 50, 50, 50, 50) 128 0.7486 0.6542 

ANN-2 (50, 50, 50, 50, 50) 64 0.7566 0.6401 

ANN-3 (50, 50, 25, 25, 25) 32 0.7329 0.6374 

ANN-4 (50, 50, 25, 25, 13) 32 0.6990 0.6344 

ANN-5 (50, 50, 25, 25, 25) 64 0.7182 0.6312 

ANN-31 

Z score standardization 

(50, 50, 25, 25, 25) 64 0.7341 0.5859 

ANN-32 (50, 50, 25, 13) 128 0.6826 0.5809 

ANN-33 (50, 50, 25, 25, 13) 32 0.7136 0.5804 

ANN-34 (50, 50, 25, 13) 32 0.7046 0.5742 

ANN-35 (50, 50, 25, 25, 13) 64 0.6850 0.5709 
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Table 5. Results of the 𝑹𝟐 coefficient for the SVR model 

Model Feature Scaling Dataset KF 𝜸 𝑪 𝜺 Training score (𝐑𝟐) Test score (𝐑𝟐) 

SVR-1 

Min–Max Normalization 

rbf scale 10000 0.1 0.6521 0.6242 

SVR-2 rbf scale 10000 0.3 0.6521 0.6242 

SVR-3 rbf scale 10000 0.5 0.6521 0.6242 

SVR-4 rbf scale 10000 0.7 0.6521 0.6242 

SVR-5 rbf scale 10000 0.9 0.6521 0.6242 

SVR-61 

Z score standardization 

rbf auto 10000 0.1 0.6081 0.5938 

SVR-62 rbf auto 10000 0.3 0.6081 0.5938 

SVR-63 rbf auto 10000 0.5 0.6081 0.5938 

SVR-64 rbf auto 10000 0.7 0.6081 0.5938 

SVR-65 rbf auto 10000 0.9 0.6081 0.5938 

Selecting the model with the highest 𝑅2 in Table 4 and Table 5, it was found that ANN-1 and ANN-2 performed best 
for the test and training data, respectively. Moreover, the ANN-31 was used for Z score standardization. Further analysis 
revealed that ANN-1 outperformed both ANN-2 and ANN-31 in terms of the training data. It is essential to note that a 
good model should not exhibit a significant gap between test and training data. Thus, as shown in Table 4, ANN-1 was 
chosen as the best parameter setting for the ANN model. Moreover, SVR-1 to SVR-5 and SVR-61 to SVR-65 were 
observed to have the same accuracy despite the use of various parameters during the experiments since changes in the ε 
value do not affect the model's performance when 𝐶 is constant. Moreover, the SVR-1 and SVR-61 models were selected 
as the best parameter settings under SVR even though all the models had the same 𝑅2 value for each feature scaling 
method. It was also observed that ANN-1 has the highest 𝑅2 value compared to SVR-1 and SVR-61, which led to its 
selection as the most accurate model for predicting product design cost. 

Interpretation of the learning curve is a technique for ensuring that the ANN-1 model is applied without overfitting 
or underfitting. Using the 𝑘-fold cross-validation approach with 𝑘=10, the model was developed, leading to the 
generation of 10 graphs with different folds. Figure 7 shows the estimation model's learning curve for ANN-1 based on 
the loss function (𝐸). It is important to note that a lower loss function usually has better model performance. Figure 7 
(a)-(j) shows that the training and test data graphs decrease over the first 100 epochs and remain constant for the next 
1000 epochs. After which, 6 out of 10 iterations (k=10) produced a higher training graph than the test graph. This shows 
that the test set data are more easily predicted than the training set data. Moreover, Figure 7 (b) and (h) display a test 
graph above the training graph. This means that the data used for the training set are more accessible to predict than 
those used for the test set. These results showed that the model does not exhibit underfitting or overfitting. 

        
(a) Convergence the loss function for 𝒌=1                                                  (b) Convergence the loss function for 𝒌=2 

        
       (c) Convergence the loss function for 𝒌=3                                                   (d) Convergence the loss function for 𝒌=4 
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   (e) Convergence the loss function for 𝒌=5                                                (f) Convergence the loss function for 𝒌=6 

        

(g) Convergence the loss function for 𝒌=7                                            (h) Convergence the loss function for 𝒌=8 

        

  (i) Convergence the loss function for 𝒌=9                                        (j) Convergence the loss function for 𝒌=10 

Figure 7. Learning Curve of ANN-1 

The selected model also has a performance 𝑅2 value of 0.65 for the test data. This indicates that the independent 
variables in the dataset can explain 65% of the variation in the dependent variable. This was followed by a validation 
procedure to determine the applicability of the designed model by the company in predicting the cost of the CAD model 
design for the subsequent order. The process involved comparing the actual and expected costs. The results obtained 

using the ANN-1 model are presented in Figure 8. 

Figure 8 shows an example of ten CAD models tested, with errors ranging from 6% to 66% and an average error of 
23%. Molcho et al. [19] proposed an early design cost estimation method and reported an average error of 35% in the 
actual cost. The cost drivers proposed by Molcho et al. [19] are similar to those of Kurasova et al. [13], which include 
part measurements, material type, machine type, batch size, setup complexity, required precisions, and design 
complexity. The Molcho et al. [19] and Kurasova et al. [13] models require additional information other than CAD. 

Also, a qualitative judgment is needed to evaluate design complexity, while this research utilizes the design features to 
consistently evaluate design complexity. It can be concluded that our proposed method for early cost estimation is 
concise due to direct reading of CAD data and without the requirement of qualitative judgment. 
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Figure 8. Comparison between actual and predicted costs based on ANN-1 model to validate new experimental data 

Further analysis of variance revealed that the difference between the proposed model's actual and predicted design 

costs ranged from $0.04 to $0.84, and the difference for 8 out of the 10 examined CAD models was not statistically 

significant. This demonstrates that the estimation model accurately describes the design complexity of CAD models. 

The two CAD models with substantial variation were Stopper A and Die Lower, and their designs were not found to be 

excessively complicated. After checking with the company's engineers, it was discovered that they were both 

manufactured from more expensive materials. This means that the design costs were affected by the high cost of the 

materials. Moreover, the variation in the materials employed necessitates more significant material processing costs than 

other parts. By this finding, the proposed method can provide inherent information during product design. 

It was concluded from this analysis that the design cost estimation model developed using corrected historical data 

has a reasonable degree of accuracy. The error rate recorded from the proposed method is acceptable for the MTO 

company. Hence, it is recommended that these materials be applied by the company. The application program developed 

in this study is presented in Figure 9. The user is presented with two main functions: the train model and estimated costs. 

 

Figure 9. Prototype application to predict product design cost 

The user is prompted to provide the CAD model as the training dataset in the training model function. This step is 
followed by executing the transformation data to convert the CAD model into a file containing the input features. After 
that, they are used as input in the ANN-1 model and trained using a dataset from the past. The R2 of the training model 

is displayed before proceeding to the next phase, cost estimation. The cost estimation requires the user to select a CAD 
file, after which the predicted product design cost is calculated, as shown in Figure 9. 

The change from the traditional design cost estimation method to the CAD model-based estimation using input 
features indicates improved product design cost estimation. The application program generally assists engineers in 
estimating product design costs. This approach provides a basis for order acceptance decisions during the initial business 
process of the MTO industry. 
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5- Conclusion 

Industries operating in the MTO landscape are constantly challenged by the need to respond to customer orders 

quickly and accurately. This imperative demands the ability to predict product design costs precisely during the order 

acceptance phase, especially when manufacturing-related attributes are scarce. In response to this pressing need, our 

research has proposed a new method for product design cost estimation, an approach with practical implications for 

assisting MTO operations. 

What distinguishes our approach is its unique ability to navigate complex design features and its close relationship 

with design costs, where comprehensive product attributes are severely lacking. This novel approach harnesses the power 

of advanced ML techniques, specifically ANN and SVR models, to perform the complex task of estimating product 

design costs with acceptable accuracy. Automatic design cost estimation is enabled by processing twenty-six 3D CAD 

features and four 2D CAD features as significant cost drivers. 

Our comprehensive analysis revealed that ANN models consistently outperform SVR models in predicting product 

design costs. The superior performance of the ANN model, characterized by its accuracy and reliability, should be 

appreciated. These findings highlight the crucial advantages of our proposed methodology. 

Furthermore, we developed a user-friendly application program as a core component of this research. This application 

has been field tested in an actual industrial environment, underscoring our proposed methodology's pragmatic feasibility 

and tangible effectiveness. To further improve the precision and applicability of our estimation model, future research 

studies should incorporate additional data relating to nongeometrical CAD data. Elements such as material, assembly 

process, and other nonstandard attributes indicate the potential to leverage accuracy in cost estimation. 
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