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Abstract 

Online hate has emerged as a rapidly growing issue worldwide, often stemming from differences in 

opinion. It is crucial to use appropriate language and words on social media platforms, as 
inappropriate communication can negatively impact others. Consequently, detecting hate speech is 

of significant importance. While manual methods are commonly employed to identify hate and 

offensive content on social media, they are time-consuming, labor-intensive, and prone to errors. 
Therefore, AI-based approaches are increasingly being adopted for the effective classification of 

hate and offensive speech. The proposed model incorporates various text preprocessing techniques, 

such as removing extraneous elements like URLs, emojis, and blank spaces. Following 
preprocessing, tokenization is applied to break down the text into smaller components or tokens. 

The tokenization technique utilized in this study is TF-IDF (Term Frequency–Inverse Document 

Frequency). After tokenization, the model performs the classification of hate and offensive speech 
using the proposed BiLSTM-based SM-CJ (Scalable Multi-Channel Joint) framework. The 

BiLSTM-based SM-CJ model is particularly effective in detecting hate, offensive, and neutral tweets 

due to its ability to capture both forward and backward contexts within a given text. Detecting hate 
speech requires a comprehensive understanding of the text and the identification of patterns spanning 

across multiple words or phrases. To achieve this, the LSTM component of the BiLSTM model is 

designed to capture long-term dependencies by utilizing information from earlier parts of the text. 
The proposed SM-CJ framework further aligns the input sequence lengths fetched from the input 

layer, enabling the model to focus on specific segments of the input sequence that are most relevant 

for hate speech detection. This approach allows the model to accurately capture derogatory language, 

and subtle nuances present in hate speech. Finally, the performance of the proposed framework is 

evaluated using various metrics, including accuracy, recall, F1-score, and precision. The results are 

compared with state-of-the-art approaches, demonstrating the effectiveness of the proposed model. 
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1- Introduction 

In recent years, the rapid growth of information flow due to the rise of the internet has been remarkable. As internet 

usage increases, so does the prevalence of hateful verbal communication, particularly on social media platforms such as 

Twitter. In India alone, more than 24.45 million people are Twitter users [1, 2], and this surge in activity can partly be 

attributed to the freedom of speech and the right to express opinions on various topics. While social media and other 

community forums allow users to share their views on a wide range of subjects, differences in opinion often lead to the 

use of hateful and offensive language [3]. Hate speech and offensive comments can be complex and harmful, as they 

frequently target specific individuals or groups. Such toxic discourse can escalate tensions and disputes between 

communities worldwide. Furthermore, hate speech and offensive remarks on online platforms can have severe 

consequences on individuals' well-being, potentially leading to mental health issues such as depression and, in extreme 
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cases, even suicide [4]. Given these risks, the automatic detection of hate speech plays a critical role in identifying 

harmful content in tweets and other social media posts [5]. Social media platforms are increasingly focusing on 

employing advanced techniques to detect negative sentiments in speech and mitigate content that could adversely impact 

society. 

In the past, various manual techniques were employed to identify hate speech on social media platforms. These 

methods typically involved human reviewers who examined and assessed content to determine whether it contained 

hateful or offensive language [6]. Reviewers followed specific guidelines provided by the platform and often conducted 

contextual analyses to assess whether a tweet qualified as hate speech. This assessment considered factors such as tone, 

intent, and the potential harm caused by the speech. While these manual techniques were effective to some extent, they 

had significant limitations. Some of the main drawbacks included the time-consuming nature of the process [7], 

challenges with scalability, and inefficiency, as reviewing large volumes of content could be resource-intensive and 

difficult for human reviewers to handle accurately. Additionally, constantly reviewing offensive and hateful content 

could take an emotional toll on reviewers, leading to psychological burnout [8]. To address these challenges, AI-enabled 

techniques have been adopted to improve the efficiency [9, 10] and accuracy of hate speech detection [11]. AI algorithms 

can process massive amounts of data in real-time, enabling the quick analysis of large numbers of tweets. Furthermore, 

the use of AI significantly reduces the reliance on human resources, making it a cost-effective solution for implementing 

robust hate speech detection models. 

Various studies have employed different approaches for the detection of hate speech, offensive language, and neutral 

content. For instance, optimized classifiers, ensemble classifiers, and multi-tier meta-learning classifiers [12] have been 

used to categorize tweets into these three categories. Among these, the multi-tier meta-learning model demonstrated its 

effectiveness in recognizing hate and offensive comments, though its accuracy was limited to 67%. Similarly, the CNN-

based “HateClassify” method [13] was utilized to label social media content as hate, offensive, or neutral. This method 

leverages a crowdsourcing technique, allowing social media users to vote on speech content they deem hateful or 

offensive. Additionally, Ayo et al. [14] proposed an approach using an improved cuckoo search neural network (NN) to 

detect hate speech on Twitter. Their method employed a hybrid approach combining TF-IDF and LSTM for sentence-

level feature extraction, followed by classification using the improved cuckoo search NN, which identified tweets as 

hate, offensive, or neutral. 

A three-layered deep learning (DL) technique has also been used for monitoring, detecting, and visualizing hate 

speech incidents in Twitter messages. This approach combines CNN and RNN to automatically learn abstract feature 

representations as input data passes through various weighted layers. While the model produced better visualization 

results, its complexity was relatively high. Similarly, an SVM-based model has been used to classify sentiments in 

Indonesian tweets [15]. The authors tested the model with two-class and three-class sentiment datasets. However, the 

SVM model was limited in handling three-class sentiment analysis (SA). Moreover, the study lacked proper pre-

processing techniques, leading to higher computational resource requirements. In another study, Siddiqua et al. [16] 

employed a unified neural network (NN) to detect whether tweets contained hate speech. However, the model faced 

challenges with underfitting, reducing its efficiency in accurately detecting hate messages. 

While existing models have achieved notable results in classifying hate, offensive, and neutral speech, they face 

several significant challenges. These include low accuracy [12], reliance on binary classification (hate and non-hate), 

high complexity, insufficient pre-processing techniques [15], underfitting issues [16], and computational inefficiency 

[17]. These limitations must be addressed to develop a more effective and reliable hate speech detection model. To 

overcome these challenges, the proposed model employs a BiLSTM-based SM-CJ framework for precise detection of 

hate, offensive, and neutral tweets. The BiLSTM architecture is particularly effective due to its ability to capture both 

forward and backward contexts of a given text. Detecting hate speech requires an understanding of the entire text and 

identifying patterns that span across multiple words or phrases. To achieve this, the LSTM component of the BiLSTM 

model is designed to capture long-term dependencies by utilizing information from earlier parts of the text. Moreover, 

the proposed model incorporates multiple attention layers. These layers enable the model to focus on specific parts of 

the input sequence that are most relevant to hate speech detection. This design allows the model to better capture 

derogatory language and other nuances present in hate speech. 

The primary objectives of the proposed work are as follows: 

 To employ advanced pre-processing techniques, including the removal of numbers, punctuation, special characters, 

and stop words, ensuring clean and structured input data. 

 To classify hate, offensive, and neutral tweets using the BiLSTM-based SM-CJ model, improving the accuracy and 

reliability of hate speech classification.  

 To evaluate the model’s performance using various metrics, such as accuracy, recall rate, F1-score, and precision, to 

validate its efficacy. 
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1-1- Paper Organization  

Section II provides a review of existing research, highlighting the identified challenges and limitations. Section III 

details the proposed techniques, including their workflow and relevant mathematical derivations. Section IV presents 

the results obtained from simulating the proposed approach. Finally, Section V concludes the study with future 

recommendations. 

2- Literature Review 

The following section reviews various studies on the classification of hate speech, offensive content, and neutral 

language. 

Hate speech detection has become increasingly important as hate-filled communication on social media platforms, 

such as Twitter, is rapidly growing [18]. For this purpose, a study utilized a Random Forest (RF) algorithm to classify 

social media posts on Twitter into two binary classes: hate and non-hate [19]. Numerical features were extracted using 

the TF-IDF technique. Although the model demonstrated promising performance, future studies aim to enhance its 

effectiveness and generalization by addressing linguistic challenges. Similarly, a combination of three machine learning 

(ML) algorithms—RF, Support Vector Machine (SVM), and an ensemble model—integrated with data augmentation 

techniques, was applied to detect hate speech in Indonesian tweets [20]. The results showed that the ensemble method 

achieved an 11% higher evaluation score when using a balanced dataset. Furthermore, Improved Principal Component 

Analysis (IPCA) and Modified Convolutional Neural Networks (MCNN) [21] have been employed to classify text data 

from Twitter accurately. While the model provided reasonable accuracy, it lacks the capability to handle large datasets 

efficiently. Additionally, ML models such as SVM, Naive Bayes, Decision Trees, RF, Logistic Regression, and deep 

learning (DL) models like CNN, LSTM, and the BERT pre-trained transformer model were used for hate speech 

detection on Twitter datasets [22]. Among these approaches, the BERT model demonstrated superior performance 

compared to other ML and DL methods. This highlights that DL-based models generally outperform traditional ML 

approaches. 

Moreover, a hybrid DL model combining BiLSTM and CNN has been employed for hate speech classification in 

textual data. This model integrates GloVe-based word embedding, dropout, L2 regularization, and global max pooling, 

achieving impressive results. In another study, d'Sa et al. [7] focused on detecting and removing hate speech from 

Twitter. The study aimed to classify tweets into three categories: hate, offensive, and neutral. Feature-based (FB) 

techniques and fine-tuning approaches were utilized. The FB technique used sequences of word embeddings as input, 

while the fine-tuning approach employed the pre-trained BERT model for hate speech classification. The results 

indicated that BERT fine-tuning outperformed FB techniques. However, the study noted that some hate speech tweets 

were misclassified as "neutral" due to the absence of explicit hate words or implicit hate speech. Further research is 

necessary to address these errors. 

Similarly, Saleh et al. [23] used the BERT model to detect hate-related abbreviations, terms, and misspelled words. 

In addition to BERT, the study employed feature extraction (FE) methods for tweet classification into hate and non-hate 

categories. For FE, domain-specific word embeddings, Google Word2Vec, and GloVe were used, while a BiLSTM 

classifier was applied for classification. Although the model achieved notable results, future work aims to extend its 

capabilities to multi-class hate speech detection. 

Hate speech on social media is increasing at an alarming rate, causing significant negative impacts on society. As a 

result, various artificial intelligence (AI) models have been developed to detect hate speech efficiently. For instance, Ojo 

et al. [24] implemented a 1D-CNN model for binary classification of hate and non-hate speech. Alongside this, models 

such as Naive Bayes (NB), Random Forest Classifier (RFC), Support Vector Machine (SVM), Logistic Regression 

Model (LRM), and 1D-CNN were evaluated. Among them, the 1D-CNN combined with GloVe word embeddings 

delivered the best results. However, the GloVe embeddings struggled to classify the test dataset effectively due to the 

limited number of training sentences available. Similarly, Bisht et al. [25] emphasized the classification of hate, 

offensive, and neutral speech on Twitter in their proposed approach. To improve the classification process, word 

embedding techniques and a multi-step classifier were employed. The process began with data preprocessing, which 

included removing stop words, special characters, and punctuation, as well as performing stemming and tokenization. 

The processed words were then embedded using word embedding techniques. Ultimately, the classification was 

performed using an LSTM/Bi-LSTM-based classifier, achieving an accuracy of 86% in hate speech detection. 

Das et al. [26] used a CNN model with three input layers, an output layer, and 31 units in a hidden layer to classify 

hate, offensive, and neutral tweets. The dataset consisted of 12,000 tweets, and the model achieved an overall accuracy 

of 73% by leveraging sentiment features and a 4-gram model. Additionally, machine learning classifiers such as NB and 

SVM were utilized by another study [27] for hate and non-hate speech detection. The experimental results revealed that 

SVM outperformed the NB model, which had an accuracy rate of only 50%. Although SVM achieved better 

performance, other machine learning techniques such as ANN, KNN, RF, and additional models need to be compared 

to identify the most effective model for hate speech detection. A key limitation of these approaches was their inability 

to process data in real time. 
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In another study, CNN was used for classifying hateful, offensive, and neutral tweets [28]. This approach incorporated 

a factorization technique based on a continuously updated, crowd-sourced dictionary of hate words. The CNN model 

employed had four hidden layers, three convolutional layers, and one final linear layer. Despite its promise, the model’s 

low accuracy remained a significant limitation, and future improvements could be made by employing alternative 

techniques. Furthermore, a study by Wani et al. [29] used a decision tree (DT) classifier with bi-grams and a Bag of 

Words (BOW) vectorizer. To enhance classification accuracy, CNN and LSTM models were later incorporated. The 

experimental results indicated that the LSTM model with Word2Vec embeddings delivered satisfactory classification 

outcomes for hate speech detection. 

Distinguishing between hate speech and offensive language is a key challenge in eliminating toxic content. To address 

this, Touahri & Mazroui [30] employed a deep learning (DL) approach for effectively classifying tweets as hate speech, 

offensive, or neutral. They used a public dataset consisting of various tweets for their study. Initially, a BiLSTM model 

was pre-trained with GloVe embeddings, followed by transfer learning (TL) using BERT, GPT-2, and DistillBERT for 

hate speech detection. The study's results indicated that a confusion matrix and cost-benefit model were applied to 

quantify and assess the model errors. Similarly, BiLSTM and LSTM models [31] were used for binary classification of 

hate and non-hate speech. The results showed that the BiLSTM model achieved a better recall rate than the LSTM model; 

however, the LSTM model outperformed BiLSTM in terms of accuracy, precision, and F1 score. Despite the LSTM 

model's superior accuracy, the BiLSTM model had a better recall rate, which indicates a lower error rate in detecting 

positive classes. This suggests that the BiLSTM model has a slight edge over the LSTM model. Nonetheless, the 

implementation of an attention model is recommended for future work, as it has shown significant benefits in natural 

language processing (NLP) applications. 

Machine learning (ML) techniques were also applied for classifying hate, offensive, and neutral tweets from Twitter, 

using n-gram features with TF-IDF values. Various ML algorithms, such as SVM, Naive Bayes (NB), and Logistic 

Regression (LR), were tested on different feature sets [32]. The experimental results revealed that LR performed better 

with an ideal n-gram range of 1 to 3 compared to the other models. The study found that 4.8% of offensive tweets were 

misclassified as hate speech. This issue could be addressed by incorporating more examples of offensive tweets that do 

not contain hateful language. A drawback of this model is its failure to account for negative words in a sentence. 

Furthermore, Zhou et al. [33] used ELMo (Embedding from Language Models), CNN, and BERT models for recognizing 

hate speech. They suggested that the model’s performance could be improved by using a fusion approach, which 

enhances the model's efficacy in hate speech detection. This approach was applied to the SemEval Task 5 dataset, and 

further improvements could be made by replacing the basic word embeddings in the CNN with more advanced 

embedding techniques. 

Ensemble methods have also been utilized for hate speech detection. For example, DeL-haTE [34], an ensemble 

method, combined layers of GRU and CNN models. The CNN layer extracted higher-order features from the word 

embedding matrix, while the GRU model captured features from the sequence of words. The use of these combined 

features enabled the automatic detection of hate speech, improving the model's overall performance. 

2-1- Gaps Identified 

From the review of existing studies, several significant concerns have been identified: 

 While the model has shown improved results, there is still a possibility that some "hate speech" tweets may be 

misclassified as "neither," particularly due to the absence of explicit hate words or the presence of implicit hate 

speech. Therefore, a more in-depth analysis is necessary in future studies to address these errors [7]. 

 Despite its overall performance, a major limitation of the model is its relatively low accuracy. The model's 

performance could be enhanced by incorporating alternative techniques [28]. Similarly, other studies have reported 

similarly low accuracy levels [25, 26]. 

 Although the model demonstrates efficacy, the implementation of attention mechanisms is recommended for future 

work, as they have proven beneficial in natural language processing (NLP) applications [31]. 

 Some studies have focused exclusively on binary classification, distinguishing between hate speech and non-hate 

speech [24, 31]. 

3- Proposed Methodology 

Hate speech detection is crucial for protecting individuals and communities from harm and discrimination. It can 

create a hostile and toxic environment on social media platforms like Twitter. Despite the community guidelines against 

hate speech implemented by Twitter, some users violate these rules and post hateful content. As a result, hate speech 

detection becomes essential. However, manual methods for detecting hate speech can be tedious and time-consuming. 

To address this, AI-based techniques are employed for more efficient detection. Nonetheless, existing AI models often 

fall short in terms of accuracy and effectiveness. Therefore, the proposed model aims to improve the efficiency and 

reliability of hate speech detection. Figure 1 illustrates the overall mechanism involved in the process. 
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Figure 1. Overall Proposed Model 

Figure 1 illustrates the process involved in hate speech classification. The process begins with loading the dataset. 

After loading the dataset, various pre-processing techniques are applied to the text. One of these techniques, the removal 

of numbers, focuses on eliminating numerical values, allowing the model to focus more on the textual content rather 

than numbers. Once the text is pre-processed, tokenization is performed, where the text is broken down into tokens to 

simplify the analysis and manipulation of the content. The tokenized text is further processed using the TF-IDF 

technique. 

After tokenization, the text is classified using the BiLSTM-based SM-CJ model, which incorporates multiple attention 

layers to improve the model's effectiveness in classifying hate and offensive speech. The proposed BiLSTM-based SM-

CJ model leverages BiLSTM because of its ability to capture both forward and backward contexts within the text. Hate 

speech detection requires understanding the entire text and recognizing patterns that span multiple words or phrases. To 

achieve this, the LSTM component of the BiLSTM model is designed to capture long-term dependencies by using 

information from earlier parts of the text, which enhances the model's learning ability. Additionally, the proposed model 

incorporates multiple attention layers, which allow the model to focus on specific parts of the input sequence that are 

most relevant to hate speech detection. Finally, the predicted sentiment is displayed using corresponding emojis, and the 

effectiveness of the proposed framework is evaluated using various metrics. 

3-1- Pre-processing 

Text pre-processing refers to the steps taken to clean and transform raw data before it can be used in a model. The 

proposed framework focuses on pre-processing the text using various techniques, including the removal of numbers, 

punctuation, special characters, and stop words. 

Removal of Numbers: This step involves eliminating numerical values, which shifts the focus toward the textual 

content rather than numerical data. This helps the classification model capture the linguistic patterns more effectively. 

Removal of Punctuation: By removing punctuation marks, the text is simplified and the noise is reduced. This allows 

the model to concentrate on important words and phrases that contribute to the classification of hate, offensive, and 

neutral content. 

Removal of Stop Words: Stop words, such as "is," "the," "and," and others, are frequently occurring words that do 

not add significant meaning to the text in terms of classifying hate speech. Removing these stop words reduces the 

dimensionality of the input and eliminates unnecessary noise, which enhances the classification process. In the proposed 

model, HTTP entities, URLs, ampersands, user tags, and noisy symbols like "!", ",", and "`" are also removed from the 

text. 

Removal of Special Characters: Special characters such as symbols and hashtags do not provide substantial 

information for hate speech detection. Removing these characters helps standardize the text and reduces the complexity 

of the input data. 

These are some of the techniques used for pre-processing the text. After the pre-processing steps, the tokenization 

process takes place, where the text is split into individual tokens or words. Tokenization breaks down the text into its 

constituent components, which is essential for in-depth analysis. The next subsection will explore the deeper process of 

tokenization. 
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3-2- Tokenization  

Tokenization is the process of breaking down raw text into smaller units, such as sentences or words, known as tokens. 

These tokens help in understanding the context, which improves the classification of hate speech. Tokenization also aids 

in replacing sensitive elements of data with non-sensitive ones. In the proposed model, the TF-IDF technique is used for 

tokenization. 

 TF (Term Frequency) calculates the frequency of each token within a document. It is determined by counting 

how often each token appears in the document. The TF step assigns a numerical value to each token based on its 

frequency within the document. 

 IDF (Inverse Document Frequency) calculates the significance of each token across the entire dataset. This step 

assigns a numerical value to each token depending on its uniqueness in the dataset. 

The final TF-IDF value for each token is obtained by multiplying its TF value by its IDF value. This process results 

in a numerical value that represents the importance of each token in the context of the dataset. The TF-IDF model is 

crucial for text classification, as it emphasizes frequency rather than semantic relationships between words. 

3-3- Classification – A Scalable Multi Channel Joint Architecture  

The text, after tokenization, is fed into the Bi-LSTM model incorporated in the proposed framework, as it offers better 

performance in classification compared to the conventional LSTM model. Bi-LSTM uses two LSTM layers on the input 

data, allowing it to capture information from both past and future time steps. This ability enables Bi-LSTM to capture 

more context and dependencies within the input sequence. In contrast, LSTM is a sequential function that can lack 

robustness in classifying hate, offensive, and neutral speech. LSTMs are designed to capture information within a 

specific range, but they may struggle to capture long-range dependencies, especially in Twitter comments. This 

limitation can restrict the model's ability to comprehend the full context of a given text, potentially leading to inaccurate 

detection of hate speech. Therefore, the proposed model employs the Bi-LSTM architecture, which replicates the first 

recurrent layer in the network. The input is provided to this layer in its original form, and Bi-LSTM is trained on both 

forward and backward information over a given period. 

Bi-LSTM processes input data in two directions using the Forward Layer (FL) and the Backward Layer (BL). Each 

LSTM layer includes a memory cell that stores information over time, as well as gates that control the flow of 

information. The outputs from both LSTM layers are then concatenated to capture both past and future context. Figure 

2 illustrates the process of Bi-LSTM for hate speech detection classification. 

 

Figure 2. Bi-LSTM architecture 

Figure 2 illustrates the process involved in BiLSTM, where the Forward Layer (FL) and Backward Layer (BL) are 

used to capture information from both preceding and subsequent words in the input sequence. The FL processes the 

input sequence in a forward direction, capturing the dependencies and context of each word based on the preceding 

words in the sequence. This enables the model to understand the sequential information and patterns in the input. At the 

same time, the BL processes the input sequence in reverse, capturing the dependencies and context of each word based 

on the succeeding words in the sequence. By combining the outputs from both the FL and BL, the BiLSTM model 

effectively captures a more comprehensive understanding of the input sequence. The relationship between the inputs and 

outputs is shown in Equation 1: 
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𝑖𝑡 = 𝜎(𝑊𝑒𝑔𝑎𝑖  𝑎𝑡 + 𝑊𝑒𝑔ℎ𝑖𝑑𝑖  ℎ𝑖𝑑𝑡−1 + 𝑊𝑒𝑔𝑐𝑖  𝑐𝑡−1 + 𝑏𝑖𝑖)  (1) 

where 𝑐 is denoted as the cell state, 𝑊𝑒𝑔 is denoted as the weights of the parameter, 𝑏 is represented as the biases 

parameter and eventually, 𝑎 is represented as the input value. 

𝑓𝑡 = 𝜎(𝑊𝑒𝑔𝑎𝑓  𝑎𝑡 + 𝑊𝑒𝑔ℎ𝑖𝑑𝑓  ℎ𝑖𝑑𝑡−1 + 𝑊𝑒𝑔𝑐𝑓  𝑐𝑡−1 + 𝑏𝑖𝑓)  (2) 

𝑐𝑡 = 𝑓𝑡  𝑐𝑡−1 + 𝑖𝑡  tanh (𝑊𝑒𝑔𝑎𝑐  𝑎𝑡 + 𝑊𝑒𝑔ℎ𝑖𝑑𝑐ℎ𝑖𝑑𝑡−1 + 𝑏𝑖𝑐)  (3) 

𝑜𝑡 = 𝜎(𝑊𝑒𝑔𝑎𝑜𝑎𝑡 + 𝑊𝑒𝑔ℎ𝑖𝑑𝑜ℎ𝑖𝑑𝑡−1 + 𝑊𝑒𝑔𝑐𝑜𝑐𝑡−1 + 𝑏𝑖𝑜  (4) 

ℎ𝑖𝑑𝑡 = 𝑜𝑡  𝑡𝑎𝑛ℎ(𝑐𝑡)  (5) 

Likewise, from equations, 𝑐 persuades new information in the cell state 𝑓𝑡 is represented as the forget function, which 

sieves out the irrelevant information, 𝑖𝑡 is represented as the input gate, 𝑜𝑡 is denoted as the output gate, where it yield 

significant information and eventually, ℎ𝑖𝑑 is represented as the output value. The output obtained is forwarded for 

obtaining forward hidden layer, backward hidden layer and output value. 

(ℎ𝑖𝑑𝑡
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ) = ( 𝑊𝑒𝑔𝑎ℎ𝑖𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   𝑎𝑡 + 𝑊𝑒𝑔ℎ𝑖𝑑 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ℎ𝑖𝑑⃗⃗⃗⃗ ⃗⃗  ⃗ℎ𝑖𝑑⃗⃗⃗⃗⃗⃗ 

𝑡−1 + 𝑏𝑖ℎ𝑖𝑑⃗⃗⃗⃗ ⃗⃗  ⃗)  (6) 

(ℎ𝑖𝑑⃖⃗ ⃗⃗ ⃗⃗⃗
𝑡  = 𝐻 ( 𝑊𝑒𝑔𝑎ℎ𝑖𝑑⃖⃗ ⃗⃗⃗⃗ ⃗⃗  𝑎𝑡 + 𝑊𝑒𝑔 ℎ𝑖𝑑⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗ ℎ𝑖𝑑⃖⃗ ⃗⃗⃗⃗ ⃗⃗  ℎ𝑖𝑑⃖⃗ ⃗⃗ ⃗⃗⃗

𝑡+1 + 𝑏𝑖ℎ𝑖𝑑⃖⃗ ⃗⃗⃗⃗ ⃗⃗   (7) 

𝑦𝑡 = 𝑊𝑒𝑔 ℎ𝑖𝑑⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑦  ℎ𝑖𝑑⃖⃗ ⃗⃗ ⃗⃗⃗
𝑡 + 𝑊𝑒𝑔 ℎ𝑖𝑑⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑦  ℎ𝑖𝑑𝑡  ⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ + 𝑏𝑖𝑦  (8) 

In which, 𝑊𝑒𝑔 denotes the weight matrices, Likewise, 𝑊𝑒𝑔𝑎ℎ𝑖𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   is denoted as the forward input hidden weight and 

𝑊𝑒𝑔𝑎ℎ𝑖𝑑⃖⃗ ⃗⃗⃗⃗ ⃗⃗  is represented as the backward input hidden weight matrices. Similarly, bias vector in the equation is denoted 

by using 𝑏 and finally, hidden layer of the model is represented by using 𝐻. In BiLSTM model, attention layers called 

scalable multi-channel joint architecture is used for analyzing the sentiments present in the text that is, identifying if the 

provided text is hate or offensive or neither. This SM-CJ architecture extracts both original context features and multi-

scale high level context features. Figure 3 shows the model for multi attention layers incorporated in the proposed 

BiLSTM model known as SM-CJ for predicting the sentiments given in the text. 

 

Figure 3. Proposed SM-CJ model 

Figure 3 shows the process carried out by the model for predicting the sentiments of the tweets by using different 

multi attention layers known as SM-CJ. Multiple attention layer provides additional benefits for the proposed model, 

thereby making the meaning of the sentence more scalable. Initially, the proposed SM-CJ aids in aligning the length of 

the input sequences fetched from the input layer. This can be accomplished by using the Equation 9, 

𝑇 = 𝑤1  ⊕ 𝑤2  ⊕ · · · ⊕ 𝑤𝑡  ⊕ · · · ⊕ 𝑤𝑘 , 𝑡 = 1, 2, . . . , 𝑘  (9) 

where ⊕ signifies joint mark 𝑤1 is defined as the 𝑡th word of the T. Then, the new vector is represented by using 

Equation 10: 

𝐴 = 𝑎1  ⊕ 𝑎2  ⊕ · · · ⊕ 𝑎𝑡  ⊕ · · · ⊕ 𝑎𝑘  (10) 

𝐴 = 𝜓 (𝑐𝑜𝑛𝑣 (𝑊𝑒𝑔𝑐𝑘 , 𝑇 , 𝑟))  (11) 
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In which, 𝑊𝑒𝑔𝑐𝑘  is defined as Weight of kernel and 𝜓 is defined as hyperbolic unit. The obtained hyperbolic unit is 

represented as: 

𝜓(𝑎) = {
𝑎,        𝑎 >  0 
𝛼𝑎

1−𝑎
  , 𝑎 ⩽  0,  

(12) 

where, 𝛼 is defined as the hyperparameter. After this process, Bi-LSTM with hidden neuron size is utilized for capturing 

the high-level context information that is glued by using forward LSTM layer and backward LSTM layer. 

𝑓𝑡 = 𝜎 (𝑊𝑒𝑔𝑓 [ℎ𝑖𝑑𝑡−1, 𝑎𝑡] + 𝑏𝑓)  (13) 

In Equation 14, 𝑓𝑡 is denoted as the forget gate, which determines what information need to be removed through 𝑎𝑡 

and ℎ𝑖𝑑𝑡−1. 

 𝑖𝑡 = 𝜎 (𝑊𝑒𝑔𝑖  [ℎ𝑖𝑑𝑡−1, 𝑎𝑡] + 𝑏𝑖), (14) 

 �̃�𝑡 = 𝑡𝑎𝑛ℎ (𝑊𝑒𝑔𝑐  [ℎ𝑖𝑑𝑡−1, 𝑎𝑡] + 𝑏𝑖𝑐), (15) 

From the equations, the input gate of LSTM is denoted as 𝑖𝑡 . This helps in deciding which information need to be 

updated via through 𝑎𝑡 and ℎ𝑖𝑑𝑡−1. Further, the candidate cell �̃� is attained by using the Equation 16, 

𝑐𝑡 = 𝑓𝑡  × 𝑐𝑡−1 + 𝑖𝑡 × �̃�𝑡 ,  (16) 

Here, 𝑐𝑡−1 denotes the old cell information and information which needs to forget through 𝑓𝑡 is defined as 𝑐𝑡−1. �̃�𝑡 

decides which information needs to updated via input gate and eventually, new cell information is obtained by using 𝑐𝑡 

𝑜𝑡 = 𝜎 (𝑊𝑒𝑔𝑜 [ℎ𝑖𝑑𝑡−1, 𝑎𝑡] + 𝑏𝑖𝑜),  (17) 

ℎ𝑖𝑑𝑡 = 𝑜𝑡 × 𝑡𝑎𝑛ℎ (𝑐𝑡),  (18) 

Output gate of LSTM is defined by using 𝑜𝑡 . Then, the output of the LSTM cell ℎ𝑡 can be contracted by cell 

information and output gate. Eventually, the BiLSTM output 𝐵 is denoted as, 

𝐵 = 𝑏𝑖1 ⊕ 𝑏𝑖2 ⊕ · · · ⊕ 𝑏𝑖𝑡 ⊕ · · · ⊕ 𝑏𝑖𝑘 ,  (19) 

𝑏𝑖𝑡 = [ℎ𝑖𝑑𝑡
𝑓
 , ℎ𝑖𝑑𝑡

𝑏𝑖],  (20) 

Here, ℎ𝑖𝑑𝑡
𝑏𝑖 is denoted as output of 𝑡th cell in backward LSTM and ℎ𝑖𝑑𝑡

𝑓
 is represented as the output of 𝑡th cell in 

forward LSTM. Additionally, attention mechanism is the proposed model for assigning different weights to output 

features of BiLSTM and the output is preserved as single channel coding features. The equations are depicted as follows, 

𝐾 = 𝑡𝑎𝑛ℎ (𝑊𝑒𝑔𝑘𝐵
𝑇)  (21) 

𝐴 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (𝑊𝑒𝑔𝑎𝐾) (22) 

𝑀 = 𝐴𝐵,  (23) 

In which, 𝐵 and 𝑀 is denoted as the output of the AL (Attention Layer) AL, 𝐵𝑇  is denoted as transpose matrix and 

𝑊𝑒𝑔𝑎 and 𝑊𝑒𝑔𝑘 is represented as trainable parameter. The above-mentioned mathematical expression has focused on 

standard structure of a single channel. However, multi-channel is built. This helps in mining wide variety of sentiment 

features and the output of 𝑛 channels are fused using, 

𝑀𝑚𝑢𝑙𝑡𝑖 = 𝑀𝑟=1 + 𝑀 𝑟=2 + · · ·  + 𝑀𝑟=𝑛  (24) 

�̂� = 𝑀𝑜𝑟𝑖 + 𝑀𝑚𝑢𝑙𝑡𝑖  (25) 

Here, 𝑀𝑜𝑟𝑖 examines in denoting the output of the channel and eventually the output of the model is described by 

using Equation 25. After constructing a multi-channel model, sentiment decoder is utilized for decoding the sentiment 

features which are generated by using multi-channel encoder. In this model, attention mechanism is used for filtering 

the features and assigning the weights, which is depicted in the equations, 

�̃�𝑖 = 𝑐𝑜𝑛𝑣1×1 (𝑊𝑒𝑔𝑖
𝐶  , �̂�)  (26) 

𝑄𝑖 = �̃�𝑖  𝑊𝑒𝑔𝑖
𝑄

  (27) 

𝐾𝑖 = �̃�𝑖  𝑊𝑒𝑔𝑖
𝐾   (28) 
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𝑉𝑖 = �̃�𝑖 𝑊𝑒𝑔𝑖
𝑉  (29) 

�̃�𝑖  =  𝑠𝑜𝑓𝑡𝑚𝑎𝑥 ( 
𝑄𝑖𝐾𝑖

𝑇

√𝑑𝑖 
) 𝑉𝑖  (30) 

In which, input of sentiment decoder is represented by using variable �̂� and output is represented as �̃�𝑖. In the 

sentiment decoder, concatenation layer and global attention spaces are used for fusing the output of global attention 

spaces. 

𝑀˜ = [�̃�1, �̃�2, . . . , �̃�𝑖 , . . . , �̃�𝑛]  (31) 

However, in order to tweak the attention distribution of the AM (Attention Module) a technique called regularization 

is used. Regularization helps in preventing the idleness of weighted sentiment features. This can be accomplished by 

using Equation 32, 

𝐻 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (�̃�𝑇 �̃�)  (32) 

�̃� = ∑ ∑
( ℎ𝑖𝑑𝑖𝑗 − 𝑒𝑖𝑗)

2
 

𝑑𝐻

𝑑𝐻
𝑗=1

𝑑𝐻
𝑖=1   (33) 

�̃� is the output of the global AM, 𝐻 is defined as the matrix of 𝑑𝐻 X 𝑑𝐻, ℎ𝑖𝑑𝑖𝑗  is represented as the value of 𝑗𝑡ℎ 

column and 𝑖𝑡ℎ row of H. then 𝑒𝑖𝑗 is defined as the value of 𝑖𝑡ℎ row and 𝑗𝑡ℎ column of the matrix. Then, 𝐾module is 

utilized for filtering the appropriate information and for choosing the right features. Moreover, 𝑘 helps reducing the 

parameters of the model and assist in preventing the overfitting of the model. Thus, 𝑘 is represented as, 

k = o (INT (legm) + INT (
legi

10
)),  (34) 

Here, length of the input is denoted using 𝐼𝑖 , legm is denoted as the average distance of the text and 𝐼𝑁𝑇(. ) is denoted 

as the rounding function, 

𝑜(𝑋) =  {
x, f (x)  ⩽  δ,
 γ , f (x)  >  δ,

  (35) 

Number of features are defined by 𝑓(. ) and the threshold is denoted as δ. After Sentiment decoder, sentiment classifier 

is used for judging the sentiments. In order to proceed this, softmax layer activation function is utilized. 

 𝑃 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (𝑡𝑎𝑛ℎ (�̃�𝑑𝑒𝑐𝑜𝑑𝑒𝑟  𝑊1 + 𝐵1)𝑊2 + 𝐵2), (36) 

where, 𝑊1 and 𝑊2 is denoted as weights and 𝐵1 and 𝐵2 represents bias parameters and �̃�𝑑𝑒𝑐𝑜𝑑𝑒𝑟  represents the output 

of K- module. Finally, cross entropy function is used as the rudimentary loss function and for training and evaluating 

the class weights for upholding the balance of the training process. Thus, the adaptive weighted loss function is defined 

using, Equation 37, 

L = β × Lce + (1 − β) × Lwce  (37) 

= −β ×
1

n
 ∑ yi log yi

p𝑛
i=1 − (1 − β) ×

1

n
 ∑ wiyi log yi

p𝑛
i=1   (38) 

= −
1

n
 ∑ (β + (1 − β) × wi) × yi log y𝑖

p𝑛
𝑖=1   (39) 

where Lwce is defined as the weighted cross entropy loss and Lce is denoted as the cross-entropy loss. β is defined as the 

harmonic factor and n is denoted as number of classes: 

wi = wi
t × wi

e  (40) 

wi
t =  min ( w̃i

t , ℘)  (41) 

wi
t =

∑ Ni
t𝑛

𝑖=1 

n × Ni
t   (42) 

wi
𝑒 =

ŵi
𝑒

min ( ŵ1
e ,...,ŵn

e  )
  (43) 

ŵi
𝑒 = exp( 1 −

Ti
e

Ni
e)  (44) 

Here, the terms wi
t is denoted as the training class weights and we

t  represented as the training class. ℘ is denoted as 

the threshold value, 𝑇𝑖
𝑒 is denoted as the correct prediction samples and Ni

e is denoted as the 𝑖𝑡ℎ samples. Thus, proposed 

model aids in correctly predicting the sentiments of the given text with intensely concealed sentiments. This 

implementation of the proposed work helps in preventing the overfitting of the model. Hence, Figure 4 depicts the overall 

illustration of then proposed model. 
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Figure 4. Illustration Diagram 

Figure 4 illustrates the overall process involved in the proposed classification of hate speech, offensive language, and 

neutral content. The process begins with loading the dataset, followed by pre-processing using various techniques. The 

tweets are then classified based on the severity of the language used, categorizing them as hateful, offensive, or neither. 

Finally, the model displays an emoji corresponding to the sentiment of each tweet. 

4- Results and Discussion 

The results obtained from implementing the proposed framework are presented in this section. This includes a 

description of the dataset, the metrics used to evaluate the effectiveness of the proposed mechanism, performance 

analysis, and a comparison of the proposed work with existing models. 

4-1- Dataset Description 

The annotated dataset consists of various tweets classified as hate, offensive, or neutral. Some sample tweets are 

shown in Table 1. 

Table 1. Sample Tweets in dataset 

Sl. No. Class Tweets 

1 Offensive "@ComedyPosts: Harlem shake is just an excuse to go full retard for 30 seconds." 

2 Offensive "@CoryBandz: having one loyal female is wayyyyy better than having hoes , idc &#128175;" 

3 Offensive 
"@GirlThatsVonte: Yall bitches wit no edges be doing the most talking 

&#128553;&#128564;&#9995;"&#128514;&#128514;&#128514; 

4 Hate 
"@MarkRoundtreeJr: LMFAOOOO I HATE BLACK PEOPLE https://t.co/RNvD2nLCDR" 

This is why there's black people and niggers 

5 Neither 
"@MotherJones: 10 birds your grandkids may never see, thanks to climate change 

http://t.co/XqmXHkAsWt http://t.co/RbITeGRnhm" #Climate 

6 Neither "@Theo17100: http://t.co/BYj1HOyhmG" this scally lad would get it” 

Table 1 displays various hate, offensive, and neutral words used in tweets. Similarly, the dataset contains a range of 

hate, offensive, and neutral tweets. Ultimately, the proposed model effectively classifies these tweets based on their 

content.*  

4-2- Performance Metrics 

Performance metrics are primarily used to assess the effectiveness and efficiency of the proposed technique. Various 

metrics are employed to evaluate the model's performance.  

4-2-1- Accuracy 

Accuracy is considered a measure of the total correct classifications. It is calculated using Equation 45. 

𝐴𝑐𝑐 =
𝑇𝑅𝑁+𝑇𝑅𝑃

𝑇𝑅𝑁+𝐹𝐿𝑁+𝑇𝑅𝑃+𝐹𝐿𝑃
  (45) 

where, TRN signifies True negative, TRP is True positive, FLN is False negative, and FLP is False positive. 

                                                           
* Dataset Link: https://huggingface.co/datasets/hate_speech_offensive. 
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4-2-2- Precision 

Precision is calculated by measuring the number of correct classifications. It is determined by identifying improper 

classifications. Equation 46 presents the formula used to calculate precision. 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑅𝑃

𝐹𝐿𝑃+𝑇𝑅𝑃
  (46) 

4-2-3- F-measure 

The F-measure, also known as the F1 score, is the weighted harmonic mean of recall and precision. The F1 score is 

calculated using Equation 47. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑅𝑐×𝑃𝑐

𝑅𝑐+𝑃𝑐
  (47) 

Here, P is denoted as precision and R is denoted as recall. 

4-2-4- Recall 

Recall refers to a measure that calculates the total number of correctly identified positive instances across all positive 

groups. It is evaluated using the formula in Equation 48. 

𝑅_𝑐 =
𝑇𝑅𝑃

𝐹𝐿𝑁+𝑇𝑅𝑃
  (48) 

4-3- EDA 

This section presents the Exploratory Data Analysis (EDA) conducted using the proposed method. EDA is a technique 
used to examine and summarize datasets in order to gain insights and understand the underlying patterns and 
relationships within the data. One of the primary functions of EDA is to identify outliers and anomalies that may skew 
results or suggest data quality issues. Detecting these irregularities early in the analysis allows for proper handling, 
ensuring more reliable outcomes. Additionally, EDA can highlight the most relevant features for the analysis, helping to 

streamline the dataset by removing unnecessary or redundant variables. This focus on significant features can improve 
model performance by reducing complexity and enhancing interpretability. 

Figures 5 to 7 display the key words identified by the model using the proposed technique. Figure 5 shows words 
recognized as hate speech in tweets, such as "nigga," "shit," "fag," "bitch," "trash," "racist," "bitches," "queer," and 
others. Similarly, Figure 6 depicts words identified as offensive, including "hoe," "want," "lol," and more. Figure 7 shows 
neutral words detected in the tweets, indicating that these words are not inherently hateful or offensive. However, neutral 
words can take on hateful meanings depending on the surrounding context. Furthermore, these neutral words can help 
in understanding the overall context of a statement. Hate speech often involves subtle or coded language, where neutral 

terms may be used to indirectly convey hateful sentiments. By recognizing these terms, models can better assess the 
intent behind the language. Some of the neutral words identified include "kike," "birds," "monkey," "colored," "yellow," 
"game," and "trash." 

           

   Figure 5. Hateful words       Figure 6. Offensive words 

 

Figure 7. Neutral Words 
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Figure 8 displays the top 10 words identified in the tweets. By highlighting the most frequently used words, this plot 
helps identify trending topics, sentiments, or themes prevalent in the tweets. This can be particularly useful during events 
or discussions that generate significant social media activity. The words include “a,” “RT,” “bitch,” “the,” “I,” “to,” 

“you,” “and,” “that,” and “my.” Among these, the most frequently used word is “a,” with a frequency of over 8,000 
occurrences. 

 

Figure 8. Top 10 Words in Tweets 

Figure 9 shows the distribution of classes identified by the proposed model. This plot is essential for visualizing the 
balance or imbalance of classes in the hate speech detection dataset, where the value 1 represents “hate speech,” 2 
represents “offensive speech,” and 0 represents “neither.” From the figure, it is evident that the model has identified 
more instances of hate speech than offensive or neutral speech. Similarly, Figure 10 illustrates the distribution of counts 

for each class, with the three distinct classes (0, 1, and 2) represented on the X-axis and the count on the Y-axis. The 
data points for each class are stacked vertically, indicating that the distribution of counts within each class is consistent 
and discrete. 

 

Figure 9. Distribution of classes 

 

Figure 10. Distribution of count of each class 
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Figure 11 shows the distribution of hate speech, offensive language, and neutral tweets, with the distribution count 

for hate speech ranging from 0 to 20,000. For offensive language, the count ranges from 0 to 12,500, and for neutral 

tweets, it ranges from 0 to 15,000. From these observations, it is evident that the count for hate speech is higher than that 

for the other categories. 

 

Figure 11. Distribution of hate, offensive and neither speech 

Figure 12 depicts the distribution of tweet lengths, providing insights into how tweet lengths vary across the dataset. 

This analysis is especially useful for understanding user engagement and content style on platforms like Twitter. Figure 

13 represents sentiment analysis of tweets, which helps identify trends, patterns, and outliers in the sentiment expressed 

through tweets. In Figure 12, the Y-axis represents the word count of the tweets, while the X-axis shows the length of 

the tweets. Similarly, in Figure 13, the X-axis represents sentiment polarity, and the Y-axis denotes the word count of 

the tweets. 

 

Figure 12. Distribution of tweet lengths 
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Figure 13. Sentiment analysis of tweets 

Similarly, the correlation matrix is depicted in the Figure 14. Correlation matrix is a table which displays the 

correlation co-efficient between numerous variables. It provides insights into variable relationships, aids in feature 

selection, and helps identify potential multicollinearity issues. Thus, correlation matrix helps with comprehending the 

relationships between variables in the dataset. From the Figure 14, it can be identified that, model has perfect correlation 

as the correlated value obtained is 1. Experimental outcome identified by using proposed model aids in understanding 

the efficacy of the framework for classification of hate speech, offensive and neither. Thus, the performance of the 

proposed BiLSTM with SM-CJ is further analyzed using different metrics which will be explored in the subsequent 

section. 

 

Figure 14. Correlation Matrix 

4-4- Performance Analysis 

Performance analysis aids in examining the efficacy of the proposed models using different techniques like confusion 

matrix, correlation matrix, value of accuracy, rate of recall, value of F1 score and value of precision. Thus, Figure 15 

shows the confusion matrix of the proposed mechanism. 
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Figure 15. Confusion matrix 

The confusion matrix is used to assess the performance of a classification model by providing a comprehensive 

summary of the model's predictions and the true labels of the data. This matrix helps identify errors made by the model 

and aids in understanding misclassifications. Figure 15 illustrates the confusion matrix of the proposed framework. From 

Figure 15, it can be seen that 89, 3578, and 656 instances were correctly classified. The visual representation of the 

confusion matrix is shown in Figure 15 for the classification of hate speech, offensive language, and neutral tweets. 

Similarly, Figures 16 and 17 display the model's accuracy and loss, respectively, attained by the proposed framework. 

Model loss is a metric that quantifies how well a machine learning model performs on a given dataset. It measures the 

error between the model's predictions and the true labels. Model accuracy refers to the percentage of correctly predicted 

instances by the proposed model. In Figures 16 and 17, the blue line represents training accuracy and training loss, while 

the orange line represents validation accuracy and validation loss. Figure 18 presents the classification report, showing 

the values obtained by the proposed mechanism for metrics such as accuracy, F1 score, recall, and precision. The 

proposed model achieves a better accuracy value. Finally, Figure 19 illustrates the sentiment of the text along with the 

corresponding emoji. 

 

Figure 16. Model accuracy 
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Figure 17. Model loss 

 

Figure 18. Classification Report 

 

Figure 19. Prediction of the proposed model 

Although the model has provided efficient outcomes for classifying hate, offensive, and neutral content, it is important 

to compare the proposed model with different existing models to assess its effectiveness. This comparison will be 

detailed in the following section. 



Emerging Science Journal | Vol. 9, No. 1 

Page | 41 

4-5- Comparative Analysis 

A comparative analysis is performed to evaluate the proposed framework against existing works. Table 2 presents 

the comparative analysis of state-of-the-art approaches with the proposed model. From Table 2, it is evident that the 

accuracy of the proposed model outperforms other prevailing models, such as CNN-GRU with an accuracy rate of 62.7%, 

BERT [Attn] with an accuracy rate of 69.0%, and ERT-HateXplain with an accuracy of 69.8%, among others. A visual 

representation of the data from Table 2 is shown in Figure 20. 

Table 2. Comparative Analysis [35] 

Model Accuracy 

CNN-GRU [LIME] 0.627 

BiRNN [LIME] 0.595 

BiiRNN-Attn [Attn 0.621 

BiRNN-Attn [LIME] 0.621 

BiiRNN-HateXplain [Attn] 0.629 

BiRNN-HateXplain [LIME] 0.629 

BERT [Attn] 0.690 

BERT [LIME] 0.690 

BERT-HateXplain [Attn] 0.698 

ERT-HateXplain [LIME] 0.698 

Proposed Model 0.87 

 

Figure 20. Pictorial representation 

Similarly, Table 3 indicates the comparative analysis of the existing works with the proposed model, in which the 

proposed model has delivered better accuracy, precision, recall and F1 score than the prevailing models as the existing 

RF model has attained accuracy rate of 0.75%, F1 score of 0.74%, Precision value of 0.73% and Recall rate of 0.75%. 

Likewise, the prevailing AdaBoost has obtained accuracy value of 0.78%, value of precision 0.75%, recall rate of 0.78% 

and value of F1 score of 0.73. Figure 21 displays the graphical demonstration of the Table 3. 

Table 3. Comparative Analysis [36] 

Model Accuracy Precision Recall F1-Score 

LR 0.75 0.72 0.75 0.72 

NB 0.73 0.71 0.73 0.68 

RF 0.75 0.73 0.75 0.74 

SVM 0.79 0.77 0.79 0.77 

KNN 0.57 0.61 0.57 0.47 

DT 0.73 0.71 0.73 0.71 

Adaboost 0.78 0.75 0.78 0.73 

MLP 0.70 0.58 0.70 0.63 

Proposed Model 0.87 0.70 0.68 0.68 
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Figure 21. Graphical illustration 

Based on the experimental results, it can be concluded that the proposed approach outperforms existing methods in 
terms of accuracy, precision, recall rate, and F1 score. This improvement is primarily attributed to the implementation 

of the SM-CJ architecture within the BiLSTM model, as well as various pre-processing techniques, such as the removal 
of stop words, punctuation, special characters, and numbers from the input text. Additionally, the inclusion of multiple 

attention layers enhances the model's performance by allowing it to more accurately classify hate, offensive, and neutral 
content within the dataset. 

5- Conclusion 

Hate speech detection has become increasingly important in recent years due to the rapid spread of hate on social 
media platforms. Detecting hate speech on Twitter, for example, is crucial and needs to be done quickly. However, 
manual detection of hate speech is time-consuming, labor-intensive, and prone to errors. Therefore, AI-based methods 

are used in the proposed framework for the detection of hate and offensive speech. The proposed model incorporates 
various pre-processing techniques to achieve better results. Moreover, the model employs a tokenization process, 

breaking unstructured data into smaller chunks of information, making it more manageable and easier to analyze. 
Following this, the BiLSTM-based SM-CJ model is applied for effective classification of hate and offensive speech in 
tweets. 

BiLSTM is particularly useful for capturing both forward and backward context in a given text, which is essential for 

accurately detecting hate speech. Since hate speech detection requires understanding the entire text and identifying 
patterns that may span multiple words or phrases, the LSTM component of the BiLSTM model is designed to capture 

long-term dependencies, utilizing information from earlier parts of the text. Additionally, the proposed model includes 
multiple attention layers, allowing it to focus on the most relevant parts of the input sequence for hate speech detection. 
This enables the model to better capture derogatory language and other nuances characteristic of hate speech. 

The performance of the model was evaluated using various metrics, including accuracy, precision, recall rate, and F1 

score. The proposed framework achieved an accuracy of 87%, a precision of 70%, an F1 score of 68%, and a recall rate 
of 68%. In future work, different deep learning approaches can be explored to further improve the model's performance. 

Additionally, experiments can be conducted on diverse datasets to assess the model's adaptability across different 
platforms and languages, ensuring its broader applicability and robustness. 
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