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Abstract 

Modern complexes providing biometric identification face several problems, such as information 
drift caused by the variability of facial patterns, voice timbres, and current states. Information drift 

can characteristically exhibit short-term (subjects' states have changed) or long-term changes. 

Simultaneously, the developed trusted systems should not have the properties of explainable AI to 
prevent the possibility of intruders, based on understanding the system behavior to perform actions 

to hack the system. This paper's objective is to improve the reliability of biometric authentication by 

increasing the informativity of the classified images by transforming the correlations between the 
information features using the Bayes-Minkowski measure. The paper puts forth the proposition of 

employing neuroimmune models that are founded upon the principles of both acquired and innate 

immunity, with an analogy to the natural immune system. In addition, the authors propose to analyze 
correlations between information features instead of the features themselves. To reduce the influence 

of data drift, the authors suggest using adaptive learning with a teacher and reinforcement, which 
helps to work even with small and unrepresentative data samples. The proposed algorithm 

demonstrates a high degree of accuracy, as evidenced by its equal error rate (EER), and is 

particularly well-suited to feature recognition tasks due to its adaptive model. The test results have 
shown that the proposed solutions increase the level of security of personal data and improve the 

reliability of biometric authentication against fraudulent actions of intruders, including approaches 

based on adversarial algorithms. The integration of the immune structure into the authentication 
system enables the algorithm to remain stable even when presented with a limited number of 

samples. The proposed algorithm mitigates the impact of data drift on the authentication outcome. 
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1- Introduction 

User authentication is one of the most essential and complex aspects of controlling unauthorized access to a system. 

Authentication is the process through which a system verifies that a user is legally authorized to access the system. It is 

widely used to protect information technology (IT) systems against unauthorized user activities. Although contemporary 

authentication systems have the potential to alter their existing authentication methodology, there is a dearth of rigorous 

examinations of the current advancements in the field, which could inform and influence the development of practical 

solutions [1]. 

The authentication and verification of a user can be achieved by employing one or more of three fundamental and 

broad approaches: knowledge-based (something a user knows), possession-based (something a user has), and biometric-
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based (something a user is). The first two approaches have been widely adopted in most IT systems. However, they are 

not without their own set of well-known challenges. The biometric-based authentication approach, which employs the 

physiological and behavioral characteristics of a user, has gained prominence as a reliable solution. Although this 

approach offers a solution to the shortcomings of the aforementioned approaches, the majority of the solutions employ 

a single biometric cue, which is applied solely at the point of entry (referred to as static authentication). It can be argued 

that this limitation is insufficient for providing a verifiably secure system. The use of a single biometric factor has the 

potential to reduce the accuracy of the authentication system, owing to the presence of poor data quality, overlap between 

identities, and scarcity of resources for uniquely identifying an individual. Additionally, the use of a single biometric 

factor with static authentication may render the underlying system susceptible to misuse post-authentication because the 

verification of the user identity for the session appears to be permanent [2]. 

Current trends in biometric pattern recognition show the effectiveness of using AI, namely machine learning, to solve 

such problems. Perhaps the main problem complicating machine learning is the data drift. Data drift refers to alterations 

in the distribution of features received by a machine-learning model in a production environment. These changes have 

the potential to reduce the model's performance. Thus, information drift (sensor failure, formation of new information 

not considered in the learning process, etc.) can be minimized (to consider the list of changes and make a learning 

forecast). However, it is difficult to eliminate conceptual drift because it is difficult to predict exactly how particular 

phenomena will change, as discussed in more detail in Kurowski et al. [3]. 

It is difficult to predict the nature of drifts, even with data on their causes. For example, considering classical biometric 

samples (fingerprints), it becomes clear that drift can occur in the case of some physical disturbance (e.g., 

traumatization), while studying any dynamic example shows that these changes are inevitable (e.g., keyboard 

handwriting changes many times in just one day), as discussed in more detail in Zenisek et al. [4]. 

Let us formulate the base criteria to minimize the negative impact of drift. For example, if data are available for 

correct learning, even episodic updating of the models will be sufficiently efficient. The above requires weighting the 

data, assigning a heavy weight to the primary learning sample, and a smaller weight to the samples obtained earlier. 

Typically, to detect drift in a timely manner, a set of specialized metrics is used to calculate the statistical characteristics 

of recognition object parameters in dynamics and ensemble classification techniques, as discussed in detail in Chen et 

al. [5]. However, the most effective approach is the real-time image learning process. Its use eliminates or minimizes the 

conceptual drift. Many techniques for real-time learning have been extensively studied. However, considering the 

specifics of biometric systems to control certain changes in biometric images, it is essential to have up-to-date 

information about each informative biometric parameter, as described in more detail in Jain et al. [6]. Almost any 

biodynamic pattern (e.g., handwritten character or voice) can change depending on the people's state. A flexible 

neuroimmune simulation was applied to solve this problem. This paper proposes employing a neuroimmune model, 

distinguished by a malleable architectural configuration, which integrates the tenets of machine learning and 

reinforcement learning. This study presents a methodology for investigating the formation of innate immunity and the 

development of acquired immunity. 

2- Literature Review 

Enhancing the dependability of highly reliable biometric authentication, which may potentially result in significant 

adverse consequences if it malfunctions, is of paramount importance. It is necessary to define reliability to form the 

structure of a trusted AI. The definition of reliability here denotes an increase in the percentage of correctly recognized 

objects and images using a particular methodology. 

Behavioral analysis, a novel form of authentication, seeks to ascertain a user's identity by identifying consistent 

patterns of behavior. It is now possible to construct personalized behavioral profiles by evaluating user inputs, including 

typing speed, mouse movements, touchscreen gestures, and the timing of operations. Anomalous and extraordinary 

actions can be identified through behavioral analysis, which can then alert relevant authorities to potential security 

breaches. An example of knowledge-based authentication is the presentation of questions to users regarding information 

they should be aware of, such as their mother's maiden name or their first school. Nevertheless, this approach is not 

without its inherent limitations, particularly in light of the ease with which sensitive data can be obtained through social 

engineering or data breaches [7]. 

One study examined ear recognition methods using machine learning. Studies have demonstrated that ear recognition 

using traditional machine-learning methods can achieve satisfactory recognition rates with carefully crafted features. To 

overcome these limitations, the implementation of ear recognition methods based on deep learning has been proposed. 

Researchers are exploring the potential of deep network architectures, such as CNNs and transfer learning techniques, 

to improve performance. Because ear image datasets are relatively small and overfitting is a concern, deep learning 

methods have only recently been applied to ear recognition tasks. Strategies such as aggressive data augmentation, model 

size reduction, regularization techniques, or transfer learning using pre-trained models from large datasets, such as 

ImageNet, are crucial to overcoming these limitations [8]. 
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To reduce the number of errors made by the system, it is possible to employ a modified version of the convolutional 

neural network (CNN) that utilizes the max/average pooling technique, which is referred to as MAP-CNN. This approach 

ensures the robust extraction of facial features, which is crucial for thermal face recognition. This significantly enhances 

computational efficiency and model stability for real-time law enforcement applications. The extracted features 

demonstrated a superior representation of the individuals compared with those obtained through the conventional CNN 

[9]. 

With regard to the identification of keystroke biometrics (KB), it is feasible to enhance classification and feature 

extraction algorithms to attain enhanced accuracy in KB systems. Some studies combine multiple methods to achieve 

better results, while others utilize platform-dependent features to improve accuracy. Feature engineering remains a 

relevant area for future work aimed at improving the performance of KB systems. In addition, improving the feature 

selection and combination methods can enhance the quality of KB systems. Many researchers have not paid attention to 

the time and space required for training and testing, which may be due to the dramatic increase in processor speed and 

memory size [10]. 

Compared to other biometric systems, keystroke authentication represents a highly active area of research. 

Researchers have conducted limited studies analyzing keystroke authentication systems, and many have used desktops 

or laptop computers. Some studies have used temporal characteristics and additional characteristics such as pressure, 

finger area, or their combination [11]. 

Reviewing a representative subset of simultaneous keyboard search studies led to the following conclusions. The 

review revealed that the superior outcomes observed in numerous studies were achieved through the use of neural-

network-based pattern classification. Although statistical classifiers are the most cost-effective in terms of computational 

resources, they cannot achieve a high level of classification. Furthermore, the study advises against utilizing the same 

participants for the assessment of the system in both authorized and unauthorized categories. Additionally, it posits that 

developing such systems may prove to have considerable potential in the field of cybersecurity, as it is not the case that 

many identification systems suffer from low recognition accuracy; rather, it is the quality of system security, which is a 

greater problem [12, 13]. 

Trusted AI is an essential concept in machine learning. The trusted AI meets the criteria of explainability, 

transparency, robustness, and security. Neural network architecture rests on several promising research directions to 

form a high-performance model. Among these directions, it is worth highlighting evolutionary neural networks, deep 

learning, and artificial information systems, as discussed in detail in Budžys et al. [14] and Alexandrov et al. [15]. 

The evolutionary process of a classical neural network relies on replicating and optimizing expected results by 

selecting particular informative characteristics. Evolutionary neural network training uses an algorithm that involves 

obtaining a training set and creating several neural networks with their topology and a certain weight. The next step is 

to test them, compare their performances to select the best ones, and combine them. The final neural network becomes 

a sample of a new AI branch and then repeated tests and other operations until a neural network with the required 

characteristics is obtained, as detailed in Ding et al. [16]. 

Using the advantages of the evolutionary approach opens up the possibility of using a learning methodology with 

learning realized during neural network operations. As a rule, genetic methods should be applied to search for the optimal 

neural network architectures. Simultaneously, the cost of forming training sets is sufficiently high. Most of these methods 

focus on working with traditional models of neural elements poorly adapted to interconnected neurons [17, 18]. 

Algorithms for deep learning have good prospects, but researchers believe that high performance is achievable only 

in the case of collective learning, which requires large information sets [19, 20]. The fuzzy rough nearest neighbor 

(FRNN) method is applicable as a nonparametric method for classification and regression. Considering classification 

tasks using this method, it is possible to conclude that it is advisable to use Equal Error Rate (EER) as a correct estimation 

of the reliability of its work [21]. 

The current literature on biometric identification indicates that most subjects involved in the studies were institutions, 

students, academics, or support staff. Since biometric identification has a robust psychological basis, it cannot represent 

the entire population. A more nuanced understanding of the behavioral characteristics of individuals from diverse age 

groups, genders, and backgrounds may enhance the precision of established biometric keystroke systems [22-24]. 

When working with biometric parameters and their classification or recognition, it is essential to consider such factors 

as a person's psychophysiological state (PPS). Generally, the PPS is a user's feature describing a set of biological aspects 

of his adaptation to external conditions analyzed based on his psychophysiological data, as detailed in Berto [25]. 

Regarding the functional state, it is essential to consider the user's functioning and its characteristics (for example, 

perception: sensory and intellectual). Simultaneously, any mental state reflects the qualitative features of people's 

reactions to different situations. There are fundamental differences between the mental state (it is usually long-lasting 

and shows unique biometric information about behavioral tendencies) and PPS (describes the psychic and physiological 

characteristics of the user) [26, 27]. Therefore, when changing the PPS, it is practically impossible to predict changes in 

dynamic bioimages. To solve this issue, it is necessary to use special techniques that enable the model to be trained in 

real time. 
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3- Material and Methods 

To provide a more detailed and comprehensive representation of the methodology, a flowchart (Figure 1) has been 

included. 

 

Figure 1. Flowchart of the methodology presented 

It is difficult to identify criteria that can accurately determine user states. A particular group of medications can affect 

the central nervous system (CNS) and change a subject's PPS. Thus, a group of adaptogens provide mild CNS excitation. 

Caffeine induces excitement and mild euphoria. Natural plant substances, such as mints, can relax a person or become 

sleepy. This group of substances does not cause addiction, so it is suitable for use in an experiment that will record 

changes in the work of the heart muscle, as detailed in Borgianni & Maccioni [28]. Based on the results of this study, 

the following conditions were considered: 

1. Stability. In this instance, the individual undergoing the experiment did not exhibit any discernible effect in the 

morning. The primary condition that the subjects had to follow was to get great rest before the study. 

2. Excitement. People attempting to solve responsible tasks usually experience this state. Each participant consumed 

coffee or herbal adaptogens to ensure mild CNS excitation. The heart muscle beats increased by approximately 8-

10%. 

3. Fatigue (due to physical exertion). It is necessary to be sensitive to the gender and age of a person in order to 

consider the factors of fatigue. Furthermore, it should be noted that in this context, the term "fatigue" is used to 

describe the impact of physical and psychological stressors rather than simply indicating a lack of sleep.  

4. Relaxation. In other words, it indicates light sleepiness. Valerian usage to simulate this state decreased the heart 

muscle beats by approximately 2-5%. 

5. Intoxication. An alcoholic beverage was used, calculating the concentration according to the ratio proposed by 

Widmark: 𝑐 = 𝐴/𝑚 ⋅ 𝑉, 

where c is the alcohol concentration ‰, A is the weight of the consumed substance (g), m is the participant's weight (kg), 

V is the index proposed by Widmark (0.7 for males, 0.6 for females), as detailed in Ge et al. [29]. Intoxication considers 

several stages that characterize a certain PPS of the participants: 

5.1. 1st stage. The alcohol content in the blood is 0.2-0.3‰. Some cases record implicit violations detected by testing. 

5.2. 2nd stage. The alcohol content in the blood was 0.3-0.5‰. This causes a change in thinking and coordination, 

difficulty concentrating on something specific, and a slower reaction time. Often, a person experiences slight 

euphoria, relaxation, joy, or decreased restraint. 
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5.3. 3rd stage (often referred to as “light intoxication”). The alcohol content in the blood was 0.5-1%. It changes the 

beating of heart muscle variability, dull sensation, perception, and others. The biometric samples for these 

conditions were collected separately. 

The study results show that password phrase entering was 3%-16% slower in an altered state, depending on the 

specific state. In addition, relatively stable keyboarding times were recorded (37%-203%, Figure 2). In particular, 

relaxation (170%) and excitement (202%) signs appeared. 

Therefore, the specificity of the PPS change supports the assumption that it is virtually impossible to predict the nature 

and extent of the change in the dynamic biometric image, causing the use of real-time learning. 

 

Figure 2. Distribution of the password phrase typing speed, the primary condition of the security system constant 

improvement. 80 people participated in the experiment 

3-1- Formation of the Structure and Function of Detectors and Immune Model Development 

As mentioned above, some cells of the immune system identify hostile factors. In this section, the terms "detector" 

and "sensor" are used to refer to these cells. We normalize the detector response in recognizing a hostile image factor in 

the interval from 0 to 1, corresponding to a 100% probability of hostility. 

Detectors are binary sorters endowed with a particular functional that provides a thorough analysis of a biometric 

image consisting generally of a gradient of characteristics 𝑎 = {𝑎1, 𝑎2, . . . , 𝑎𝑛}; here, n is the minimum number of image 

characteristics. Equation 1 is applied to reveal the reaction of i-th sensor to the resulting image 𝑎: 

𝑢𝑖 = 𝜙𝑥(𝑦′ = 𝜑(𝑦 = 𝑓𝑟(𝛼 = 𝑅(𝑎, 𝛹𝑖), 𝑔, 𝛩𝑖), 𝑇𝑖))  (1) 

Next, we describe in more detail the functionality of the sensors and their parameters. 

1. 𝛼 = 𝑅(𝑎, 𝛹𝑖) is a receptor function that realizes the interaction between the sensors and antigens. This formula 

allows us to estimate ŋ of n parameters corresponding to 𝑎; in turn, 𝛹𝑖  is the set of characteristic indices that the i-

th sensor specifies, and gradient 𝑎 = {𝑎1, 𝑎2, . . . , 𝑎𝜂} is a vector with end-to-end element numbering.  

2. 𝑦 = 𝑓𝑟(𝛼, 𝑔̆, 𝛩𝑖) represents the sensor kernel function that computes a measure of the distance of the gradient ᾱ 

from the ideal image; r is a set of functions described by formulas (2)-(11); 𝑔̆ represents the gradient of parameters 

that determine the sensitivity of the calculation; 𝛩𝑖 = {𝜇1, 𝜇2, . . . 𝜇𝜂, 𝜎1, 𝜎2, . . . , 𝜎𝜂}, 𝜇𝑖, and 𝜎𝑖are the characteristics 

of the j-th features of the gradient ᾱ. Set 𝛩𝑖computing uses randomly selected examples of the training sets. To 

construct a flexible AI model capable of functioning in an unprotected mode, a number of steps must be followed 

(2.1-2.3): 

2.1. The list of relationship-sensitive metrics called measures (once proposed by Minkowski) (2) and the measure 

variants proposed by Bayes and Minkowski (3)–(5) are expressed as follows: 

𝑓1(𝛼, 𝑔̆ = {𝑔}, 𝛩𝑖) = √∑ |
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𝑓3(𝛼, 𝑔̆ = {𝑔}, 𝛩𝑖) = √∑ |
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𝑓4(𝛼, 𝑔̆ = {𝑔}, 𝛩𝑖) = √∑ |
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 (5) 

By varying 𝑔 ∈ [from 0.01 to 100], it is possible to estimate the remoteness more accurately by considering the degree 

of interaction between the characteristics. In addition, it is essential to select the characteristic 𝛹𝑖  such that the indices 

describing pairwise interaction 𝐶𝑗,𝑡 have similar values, that is, the measure proposed by Minkowski 𝐶𝑗,𝑡< 0.5, and the 

measure proposed by Bayes-Minkowski 𝐶𝑗,𝑡> 0.5 [30]. 

2.2. The list of non-interacting metrics is represented by differential (6) and integral formats (7), and their 

characterizing criteria (8)–(11). Various detectors can be formed owing to the availability of different 

functionals. Almost any functional offers multiple measures of remoteness, mainly determined by the variation 

of the characteristics ğ. 

𝑓5(𝛼, 𝑔̆ = {𝑔1, 𝑔2, . . . , 𝑔𝜂}, 𝛩𝑖 = ∏ 𝑝𝑔𝑗
(𝑎𝑗 , 𝑚𝑗 , 𝜎𝑗)

𝜂
𝑗=1   (6) 

𝑓6(𝛼, 𝑔̆ = {𝑔1, 𝑔2, . . . , 𝑔𝜂}, 𝛩𝑖 = ∏ 𝑃𝑔𝑗
(𝑎𝑗 , 𝑚𝑗, 𝜎𝑗)

𝜂
𝑗=1   (7) 

Here, 𝑃𝑔(𝑎, 𝑚, 𝜎) and 𝑝𝑔(𝑎, 𝑚, 𝜎) are the current values of the dependences describing the distribution, considering 

𝑎𝑗 and the characteristics 𝑚𝑗and 𝜎𝑗. This distribution, which depends on characteristic 𝑔𝑗, determines the behavior of 

these dependencies. In this study, three probability distributions were considered: normal, lognormal, and Laplace. These 

distributions describe the predominant morphological characteristics [31]. 

To ensure that any meaningful image is identified, the distribution can be extended. Thus, with respect to  

 The normal distribution (𝑔𝑗= one): 

𝑝1(𝑎𝑗 , 𝑚𝑗 , 𝜎𝑗) =
1

𝜎𝑗√2𝜋
𝑒

−
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2𝜎𝑗
2
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−
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2

𝑎𝑗

𝑚𝑗−5𝜎𝑗

𝑑𝜗 

here, 𝑚𝑗 and 𝜎𝑗 are averaged deviations of j-th characteristics; 

 The lognormal distribution (𝑔𝑗= two): 

𝑝2(𝑎𝑗 , 𝑚𝑗 , 𝜎𝑗) =
1

𝑎𝑗𝜎𝑗√2𝜋
𝑒

−
(𝐿𝑛(𝜗)−𝑚𝑗)2

2𝜎𝑗
2

 

𝑃2(𝑎𝑗 , 𝑚𝑗, 𝜎𝑗) =
1
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(𝐿𝑛(𝜗)−𝑚𝑗)2

2𝜎𝑗
2

𝑎𝑗
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𝑑𝜗 

here, 𝑚𝑗 and 𝜎𝑗 characterize the scale and formats; 

 Laplace distribution (𝑔𝑗= three): 

𝑝3(𝑎𝑗 , 𝑚𝑗, 𝜎𝑗) =
𝜎𝑗

2
𝑒−𝜎𝑗|𝑎𝑗−𝑚𝑗| 

𝑃3(𝑎𝑗 , 𝑚𝑗 , 𝜎𝑗) = {
0,5𝑒𝜎𝑗(𝑎𝑗−𝑚𝑗), 𝑎𝑗 ≤ 𝑚𝑗

1 − 0,5𝑒𝜎𝑗(𝑎𝑗−𝑚𝑗), 𝑎𝑗 > 𝑚𝑗

 

here, 𝑚𝑗 and 𝜎𝑗 are indicators describing the scale and shift; 

𝑓7(𝛼, 𝑔̆ = {𝑔}, 𝛩𝑖) = ∫ √|𝑃1(𝜗, 𝑚𝑎̇, 𝜎𝑎̇ − 𝑃1(𝑣, 0,1)|𝑔𝑔5

−5
⋅ 𝑑𝜗  (8) 
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𝑓8(𝛼, 𝑔̆ = {𝑔}, 𝛩𝑖) = ∫ √|𝑝1(𝜗, 𝑚𝑎̇, 𝜎𝑎̇ − 𝑝1(𝜗, 0,1)|𝑔𝑔5

−5
⋅ 𝑑𝜗  (9) 

𝑓9(𝛼, 𝑔̆ = {𝑔}, 𝛩𝑖) = ∫ √|𝑃1(𝜗, 𝑚𝑎̇, 𝜎𝑎̇ ⋅ (1 − 𝑃1(𝜗, 0,1))|𝑔𝑔5

−5
⋅ 𝑑𝜗  (10) 

𝑓10(𝛼, 𝑔̆ = {𝑔}, 𝛩𝑖) = ∫ √|𝑝1(𝜗, 𝑚𝑎̇, 𝜎𝑎̇ ⋅ 𝑝1(𝜗, 0,1)|𝑔𝑔5

−5
⋅ 𝑑𝜗  (11) 

Functionals (8)–(11) are modifications of the indicators describing the agreement that allows us to compare the 

considered dependencies describing the distribution concerning the ideal å. In this case, it is assumed that the distribution 

is normal, so å is the normalized value of the current characteristic, 𝜇𝑎̇and 𝜎𝑎̇describe the mathematical expectation and 

average deviation value, respectively. In addition, they allow the calculation of the average geometric probability and 

Gini index [32]. The distinction (when set 𝑎𝑗is a random variable å) considered the value 𝛩𝑖according to the following 

formula: 𝑎̇ =
𝑎𝑗−𝑚𝑗

𝜎𝑗
 

The characteristics of the distribution å in the class “Friend” are typical (𝜇𝑎̇≈1 and 𝜎𝑎̇≈1). The same ones in the class 

“Foe” have deviations (𝜇𝑎̇≠0 and/or >1). 

2.3. The subsequent phase of the process involves applying the set of functions (12) to the protected mode, thereby 

establishing a robust foundation for the forthcoming detector. As previously stated, these relationships can be 

represented as follows: 

𝑓11(𝛼, 𝑔̆ = {𝑔}, 𝛩𝑖 = √
1

𝜂
∑ 𝑤𝑗∗(𝑎𝑗∗

′ − 𝑚′)𝑔2𝑛′

𝑗∗=1

𝑔1
= √

1

𝜂
∑ 𝑤𝑡(𝑎𝑡

′ − 𝑚′)𝑔2𝜂
𝑡=1

𝑔1
  

𝑚′ =
1

𝜂
∑ 𝑎𝑡

′ ,

𝜂

𝑡=1

𝑎𝑡
′ , = 𝑎𝑡,𝑗

′ = 𝑓(𝑎𝑡 , 𝑎𝑗) = ||
𝑎𝑡

𝛿𝑡

|
𝑔3

− |
𝑎𝑗

𝛿𝑗

|

𝑔3

| 

(12) 

3. 𝑦 ′ = 𝜑(𝑦, 𝑇𝑖) represents a normalization of the dependence responses y with respect to the threshold values 

calculated during the tuning of the i-th detectors. The following formula describes the normalization process: 

𝜑(𝑦, 𝑇𝑖) = 𝑦/𝑇𝑖  

here, y is the distance from 𝛼 to the “Friend” ideal; the 𝑇𝑖  value represents the correlation of the kernels of i-th detectors 

when it is affected by the training image “Friend,” or: 

𝜑(𝑦, 𝑇𝑖) = 𝑇𝑖/𝑦 

here, y represents the probability of a situation occurring when ᾱ will correspond to the category “Friend”. The value of 

y is contingent upon the dependence of the detector kernels. 

4. 𝑢𝑖 = 𝜙𝜒(𝑦𝑖
′) - the extent of nonlinearity in the sensor response is contingent upon the specific activation function 

employed, which ultimately affects the overall system functionality. Since the final solution in the range [0, 1] is 

determined by the detectors, the choice of activation function is of utmost importance. The most universal option is the 

sigmoid function; however, various alternative options are possible, as presented above. 

An important theoretical concept in the field of trusted authentication systems is distance [33]. However, in the case 

under consideration, the detectors estimate the distance using an original method and are programmed to adapt to 

changing tasks, that is, they ensure that a solution is found when learning using various AI models. 

We proposed a classification of the entire population of detectors, distinguishing between those with innate and 

acquired immunity. This classification is then presented to several committees of sorters who are capable of learning 

using different techniques. 

This ratio can be used to determine the outcome of the collegial decisions made by N detectors: 

𝑢̈ = 𝛷(𝐷
∗

= {𝐷1
∗, . . . , 𝐷𝑛

∗}, 𝑎) =
1

𝑁
∑ 𝜙(𝐷𝑖

∗, 𝑎) =
1

𝑁

𝑁

𝑖=1

∑ 𝑢𝑖

𝑁

𝑖=1

 

Innate immunity is genetically transmitted from the beginning of its onset. In this study, immunocompetent sensors 

play the role of innate immunity, whose final structure is determined by their developmental trajectory (especially in the 

early stages). Iterative learning based on the validation and training sets generates the type of immunity under 

consideration (Figure 3). The initial option pertains to the assessment of the dependability of each determination rendered 

by the model in response to alterations in the sensor generation. 
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Figure 3. Adaptive neuroimmune model based on the immune approach 

Acquired immunity develops throughout its function. It is more effective not for typical negative factors but for 

specialized ones. The immune model considered in this study was designed to select immunocompetent sensors based 

on the validation sampling. The formation of immunologic cells, specifically memory cells, is contingent on the 

presence of an immune response. In our case, these cells served as detectors. It can be reasonably deduced that the 

aforementioned type of immunity will manifest as a result of the image operation. When an individual is presented 

with a visual stimulus and is required to attribute it to one of two categories "Friend" and "Foe", a dual-process 

decision-making mechanism may be initiated, which subsequently gives rise to the generation of novel immune-

competent detector cells. 

He proposed the concept that with an increase in the number of opinions of different specialists, the overall ability of 

the ensemble tends to 1, provided that the opinions are independent [34]. Even if the value of each opinion is less than 

0.5, the decisions of the detectors can be inverted, that is, the problem of making the opposite decision will be solved. 

Detector generator involves determining a random number of detectors and selecting features of mutual correlation 

within certain set limits. If there are no features with a given level of correlation, the feature number generation is 

repeated, resulting in the selection of a Minkowski proximity measure and the subsequent selection of a random 

activation function. If the generated detector is an exact match for one of the innate or acquired immunity detectors, the 

generation process is repeated. 

Accordingly, a number of indicators that influence the decision-making processes of all detectors to the optimal level 

can be identified:  

 N – full set of detectors for decision-making; 

 RD is a matrix of Pearson pairwise correlations 𝐶(𝑢𝑖 , 𝑢𝑙), in which 𝑢𝑖is the gradient of the responses of the i-th 

detector to each “Foe” sample obtained from the training sets; 

 Δu is the combined strength of the response to "Friend" and "Foe" (13): 

𝛥𝑢 = 𝜇𝑢
(𝐹𝑂)

− 𝜇𝑢
(𝐹𝑅)

, 𝜇𝑢
(𝐹𝑂)

> 𝜇𝑢
(𝐹𝑅)

  (13) 

here, 𝜇𝑢 represents the performance evaluation of the detector. The aforementioned strategy principles were designed 

with the objective of reducing the interrelations between the decisions of experts. However, this approach has been 

demonstrated to be insufficient in terms of efficiency. The analysis of characteristic 𝐶(𝑢𝑖, 𝑢𝑙) showed that this method 

is quite costly. Furthermore, there is a dearth of consensus regarding the methodology employed for image 

customization. It can be reasonably deduced that the training period was excessively protracted, and in the majority of 

cases, did not yield a favorable outcome. It was thus resolved to augment the number of sensors, given that they were 

not homogeneous. A deficiency in the number of sensors would result in cell death, which would then lead to the 

destruction of the aforementioned defective cells (Figure 3). 
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It is imperative that no solitary decision made by a sensor indicates its interconnectivity; rather, each decision should 

be independent of the others. The corresponding twin was subsequently removed, and a new sensor was created.  

The greater the number of distinguishing characteristics 𝐷𝑖  and 𝐷𝑙  are, the fewer the number of interconnected 

decisions of i-th and l-th sensors. 

The described model relies on a random sampling idea, but unlike the “random forest” 𝛹𝑖 , it generates rules for 

random attributes. Thus, sensor tuning involves a threshold 𝑇𝑖  calculation and “ideal” feature description 𝛩𝑖  (𝜇𝑗 and 𝜎𝑗). 

After tuning, the detectors can be described as 𝐷𝑖
∗ = {𝛹𝑖 , 𝑔̆, 𝑟, 𝜒, 𝛩𝑖 , 𝑇𝑖} and the dependence (1) – as 𝜙(𝐷𝑖

∗). 

3-2- Collaborative Development of Adaptable Neuroimmune Artificial Intelligence Models with the Teacher 

The proposed methodology comprises a series of iterative cycles, whereby novel detectors are generated using 

multiple training examples, followed by an estimation of their efficacy (Figure 4). The elimination of suboptimal 

detectors occurs in accordance with the outcomes of the verification process, forming a new, more productive generation. 

The value Δu (13) expresses the sensor learning. Estimates 𝜇𝑢
(𝐹𝑅)

and 𝜇𝑢
(𝐹𝑂)

regarding a particular innate immunity sensor 

decision are calculated. The obtained characteristics allowed us to construct an interval of uncertain decisions 

[𝜇𝑢
(𝐹𝑅)

; 𝜇𝑢
(𝐹𝑂)

]. 

Each training cycle formed a set of new “Foe” images (Figure 4). For this purpose, training examples poorly 

categorized by strong “Foe,” giving minimal responses ü, are crossed, as expressed by the following relation: 

𝑎𝑘,𝑗 =
𝐾𝑠𝑦𝑛 + 1 − 𝑘

𝐾𝑠𝑦𝑛 + 1
⋅ 𝑎𝑘,𝑗 +

𝑘

𝐾𝑠𝑦𝑛 + 1
⋅ 𝑎𝑧,𝑗 

here, 𝐾𝑠𝑦𝑛 is the number of artificial samples formed by “strong Foe” classified as the previous generation (in our 

case, 𝐾𝑠𝑦𝑛 = one), k is the index of the regular artificial sample, and j is the index of the current characteristic. The 

considered variant of the strong “Foe” detector formation is sufficiently productive with the characteristics distributed 

according to the patterns close to normal. 

Artificial examples were entered into the training sets. Each detector is tuned on the artificial samples to better classify 

the “Foe” examples while close to the “Friend” examples. Consequently, the models underwent training to create images 

of a strong “Foe” and its identification. 

Figure 4 shows the productivity of the training methodology. The most significant characteristics in learning are 𝐼𝐼𝐼– 

the number of training cycles; 𝑁𝐼𝐼– the number of sensors remaining at the end of learning; 𝑁𝑔𝑒𝑛– the number of sensors 

generated at each stage of their generation; 𝑁𝑣𝑎𝑙𝑖𝑑– the number of dropouts; Q – the number of sensors that are strong 

“Foe” (each cycle generates 𝐾𝑠𝑦𝑛 ⋅ 𝑄 ⋅ (𝑄 − 1)/2 samples). 

The base characteristics of this methodology include training (𝐾𝐺
(𝑇)

and 𝐾𝐼
(𝑇)

) sets and validation (𝐾𝐺
(𝑉)

and 𝐾𝐼
(𝑉)

) sets, 

considering the dimensionality of the training sets with combined “Friend” and “Foe” (𝐾𝐺
(𝐹)

and 𝐾𝐼
(𝐹)

). In this case, the 

training sets were 𝐾𝐼
(𝐹)

= 𝐾𝐼
(𝑇)

/3, 𝐾𝐺
(𝐹)

= 2 ⋅ 𝐾𝐺
(𝑇)

/3. The dimensionality of the training sets employed in the "Foe" 

classification task is not constant. Rather, it underwent an incremental increase with the introduction of artificial samples 

into the training set. In contrast, the dimensionality of the validation set remained constant across all instances. 

3-3- The Development of Adaptive AI Neuroimmune Systems Through Reinforcement Learning 

In instances where the training sets do not align with the intended purpose and objectives of the study, the observed 

productivity of the innate immunity components typically fails to align with the proposed Δu (13). In this case, it cannot 

be guaranteed that detectors with low sensitivity levels will surpass the obstacles presented by Condorcet. (For such 

sensors, analysis using test sets is performed according to the expression 𝜇𝑢,𝑖
(𝐹𝑂)

< 𝜇𝑢,𝑖
(𝐹𝑅)

). Overcoming this barrier is 

possible in the presence of acquired immunity voting, resulting in the development of collegial decisions. 

In accordance with this rule, lying in the interval 𝜇𝑖 > 𝜇𝑢
(𝐹𝑂)

 or 𝜇𝑖 < 𝜇𝑢,𝑖
(𝐹𝑅)

 where decisions 𝐷𝑖
∗ are definite, and when 

𝜇𝑢
(𝐹𝑅)

< 𝑢𝑖 < 𝜇𝑢
(𝐹𝑂)

, they are indefinite. When decisions of innate immunity by external features are indefinite during 

the identification of images, acquired immunity comes into operation (Figure 5). 

Then, the formation of new sensors customized to other samples contained in the validation datasets occurs. For these, 

the calculation of the standard response 𝑢𝑖 takes place. Note that the collegial decision only considers sensors with a 

definite response analogous to memory. Sensors with indefinite responses were eliminated. 
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The duration and productivity of the methodology responsible for additional training (Figure 5) will depend on: 𝐼𝐴𝐼– 

the number of training cycles, 𝑁𝐴𝐼
(𝑚𝑎𝑥)

– and the maximum number of sensors for acquired immunity. 

Using 𝐼𝐴𝐼realizes a stop function, that is, infinite learning cycles are impossible. Thus, the methodology assumes 

reinforcement learning. Staying in the interval [𝜇𝑢
(𝐹𝑅)

; 𝜇𝑢
(𝐹𝑂)

] is a type of reinforcement signal, that is, a reaction to each 

decision. 

 

Figure 4. Schematic representation of the methodology creating innate immunity 
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Figure 5. Schematic representation of the functioning of the methodology responsible for acquired immunity 
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4- Results and Discussion 

The results of experimental testing of the adequacy of the proposed training methodology were obtained when 

classifying examples of keyboard handwriting. Many specific problems still complicate the solution to this problem, 

particularly considering the need to ensure information security. 

It is necessary to minimize the possibility of false “Foe” acceptances and increase false “Friend” rejections to 9-25% 

of erroneous decisions. These characteristics are interdependent, and their correlation forms a threshold that maintains a 

certain balance. In the context of comparative analysis of identification techniques, the criterion of mean accuracy 

(MAC) is frequently employed, with formula 1–(FRR+FAR)/2, which calculates this measure. In addition, the equal 

error rate (EER), which describes the equal probability of erroneous decisions, is also applicable when the EER is 

approximately equal to the false acceptance rate (FAR), false rejection rate (FRR), and one-MAC. To achieve this, it is 

necessary to utilize a number of receiver operating characteristic (ROC) curves that illustrate the extent to which the 

false acceptance rate (FAR), false rejection rate (FRR), and thresholds are correlated during the course of the tests. When 

the mean accuracy (MAC) value is relatively low, for instance, at less than 0.85 (or EER greater than 0.1), then adjusting 

the FAR to 0.0001 will result in the following expression: 1≥FRR>0.5. Therefore, the specificity of the ROC curves can 

be significantly determined. 

Many studies related to biometric personal identification and machine-learning-based classification have used EER 

indicators. Table 1 presents the results of the algorithms evaluated using this indicator. 

Table 1. Results of different algorithms based on EER indicator. 

Method EER value Year of study Source 

Fuzzy-Rough Nearest Neighbour 0.3601 2019 Liew et al. (2019) [10] 

Sequence alignment algorithms 0.4 2007 Revett et al. (2007) [35] 

Feed-Forward Neural Network 0.09 2019 Hammad et al. (2018) [36] 

Low-cost sensor dataset 0.16 2018 Blasco et al. (2018) [37] 

Random forest 0.169 2021 Marteau et al. (2021) [38] 

Support vector machine 0.81 2004 Yu et al. (2004) [39] 

Proposed model 0.08 2024  

The high performance confirms that it is not easy to obtain such results, even when considering the capabilities of the 

neural network basis. It is necessary to have large training sets to use the high potential of the techniques responsible for 

deep learning, which is not realistic (over 300 samples for each user). 

Several information arrays with keyboard handwriting were used to test the productivity of the methodology [40-42]. 

To illustrate, an array of data has been collated on 32 users who have entered one phrase on multiple occasions.” (n=62, 

using error-free entry). 

The experiment was conducted using a variety of training set sizes with samples of the "Friend" type, beginning with 

𝐾𝐺= 20 and culminating in 𝐾𝐺= 40. The training and validation subsets of the "Friend" samples, conducted prior to the 

commencement of training, were performed on the basis of the expression 𝐾𝐺
(𝑇)

= 2 ⋅ 𝐾𝐺
(𝑉)

. The remaining samples were 

then included in the test set. The tests involved cross-comparison (computing FAR to compare all samples of participants 

to the “ideal” of other users). Consequently, for each participant, the dimensionality of the “Foe” test sets was as follows: 

the first base, 19900, and the second base, 1968. Figure 6 shows the test results. In this instance, the FAR parameter was 

0.0001, while the FRR parameter was 0.193. During testing, the EER value corresponded to 0.02745 [40, 42].  

The manner in which training sets are formed has a significant impact on the reliability of decisions made. The 

outcome of the preliminary testing, which was conducted in accordance with the specified time parameters, substantiates 

this assertion. To select training samples in a uniform manner, the training sets were aligned with the objectives of the 

study. However, when the training and subsequent testing of samples occur at varying times, the representativeness of 

the set is reduced. In instances where the sensors responsible for innate immunity are operational, a discernible 

discrepancy in the proportion of correct determinations can be observed in the innate immunity mode, in other words 

𝑁𝐴𝐼
(𝑚𝑎𝑥)

= 0) and acquired immunity + innate immunity (this case involves both categories when 𝑁𝐴𝐼
(𝑚𝑎𝑥)

> 0). 

By employing the provided specifications, it is possible to construct secure neural network biometric containers, 

which are defined as neural network biometric containers that incorporate elements that are not directly examinable 

owing to reversible or irreversible transformations. The conventional neural-network biometric container is a structured 

data block. Neurons are linked together via cross-links. Following the training phase, the tables of each neuron are 

encrypted by superimposing a gamma, which represents the checksum of the outputs of all preceding neurons in the 

chain. The neuro-immune container has the potential to compromise the knowledge of the AI model, as the majority of 

detectors do not conceal the parameters of the feature distribution, in contrast to the correlation neurons. This approach 

is employed to enhance the entropy of responses, thereby safeguarding against knowledge extraction. 
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Figure 6. Performance of the proposed methodology considering the EER criterion. 

Long-term training of the model will ensure a higher degree of reliability in decision-making processes and provide 

a sufficient level of trusted AI. It should be noted that the training of the neuroimmune model requires a significant 

investment in time but will result in a higher degree of reliability for each decision. It is important to highlight that the 

training process is relatively stable; however, if 𝐼𝐼𝐼  values are high, subsequent retraining is necessary. When increasing 

𝑁𝐼𝐼, the current EER will decrease and then stop altogether if the decision of the innate immunity sensors becomes too 

dependent. 

This model and its training followed the laws of trusted AI and artificial neural networks: 

1. The proposed model offers the potential to increase the percentage of correct solutions, thereby differentiating itself 

from traditional detectors. Furthermore, its identification accuracy exceeds that of the conventional detectors; 

2. Sustained learning (The probability of subsequent retraining throughout the development of innate immunity is 

comparatively low); 

3. High adaptability (due to changes in the characteristics and the composition of sensors); 

4. Communication (the presence of innate immunity forms a set of characteristics that strengthen the acquired 

immunity of all sensors); 

5. Increased reliability of all the decisions made by the model; 

6. Acquired immunity creates memory; 

7. Resistance to destructive influences from external threats. 

Groups of protected neural network biometric containers can also form, that is, structured information blocks, storing 

the base characteristics of the trained neural network transducers. This protection operates in the following manner. An 

entire set of neurons forms an integral chain owing to cross-links. Once neurons have undergone training, encoding of 

the checksum of the output channels associated with each neuron is initiated. This process occurs in the following order. 

𝑡𝑎𝑏𝑙𝑒𝑠𝑙
′ = 𝑋𝑂𝑅(𝑡𝑎𝑏𝑙𝑒𝑠𝑙 ,h𝑎𝑠h(𝑝𝑎𝑠𝑠, 𝑏1, . . . , 𝑏𝑙−1))  

In this context, l represents the index of the sequence neurons, hash() denotes the cryptographic hash function, and 

pass refers to the password for enhanced security. 

Typically, the initial neurons lack any form of protection, whereas the remaining neurons are equipped with built-in 

protection in the form of weight. Consequently, it is exceedingly challenging to reconstruct information from the training 

subsets using a direct numerical technique. For this reason, the current characteristics 𝑏𝑙 are unknown to the attackers. 

This method substantially enhances the unpredictability of the response from the “Foe” examples, providing a robust 

safeguard against data breaches. 

Concurrently, it is imperative to situate groups of classical or interconnected neurons at the sequence's 

commencement, and groups of detectors at its culmination. This is because of the high probability of compromising the 

ideal and the users' keys, which could otherwise be achieved. 
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5- Conclusion 

This study reviewed the features of the neuroimmune model, identified its advantages, described different training 

formats, and provided a list of arguments and experimental results, which confirmed its high performance. Identification 

by keyboard handwriting revealed the higher potential of the proposed model against multilayer artificial neural 

networks. At the same time, training the proposed model is quite simple, for which the characteristics 𝑁𝐼𝐼 and 𝑁𝐴𝐼  are 

used, affecting the reliability of each decision, and characteristics 𝐼𝐼𝐼  and 𝐼𝐴𝐼 , which establish the timeframe for training 

and the degree of dependability for all proposed choices. 

It is important to note that the objective of this study was not to provide a rationale for the superiority of the proposed 

system over existing alternatives. The subject under discussion concerns tools that are fundamentally different in design 

and that are intended to achieve various goals. Furthermore, these tools can be used in a unified system. To illustrate, a 

deep convolutional neural network may be employed for feature extraction, whereas a flexible neuroimmune model can 

facilitate identification. 

The effectiveness of the proposed system is contingent on a variety of interactions, which are essentially the basis of 

a classical detector, that is, an analog of neurons. The ideas presented in this paper on reducing the impact of personal 

data drift owing to changes in the psychophysical states of users may be useful in further research in the field of using 

trusted artificial intelligence systems in biometric authentication systems. 
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