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Abstract 

This study aims to evaluate the mental workload perceived by students when using Build_3D, a 

mixed reality (MR) application, as an educational tool for learning PC and smartphone hardware, 
as well as to analyze teachers' perceptions of its impact on the teaching process. The NASA-TLX 

tool was applied to measure mental workload in 60 students, assessing six dimensions: mental 

demand, physical demand, temporal demand, perceived performance, effort, and frustration level. 
Additionally, qualitative observations were collected from teachers regarding the use of MR in 

practical learning environments. The results show that the perceived performance dimension 

achieved the highest score, highlighting the application’s effectiveness in improving learning 
outcomes. Mental and temporal demands were moderate, while effort, frustration, and physical 

demand were low. Teachers noted that Build_3D enhances practical learning by enabling the 

repetition of complex tasks and fostering student motivation through immersive experiences. As a 
novel contribution, the study highlights the capacity of MR tools to integrate theoretical and 

practical concepts in an interactive environment, reducing cognitive load and promoting 

autonomous and personalized learning. 
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1- Introduction 

Higher education has undergone significant transformations in recent decades, mainly driven by the advancement of 

emerging technologies [1, 2]. Among these technologies, Augmented Reality (AR) and Mixed Reality (MR) have gained 

increasing interest as innovative tools capable of enhancing teaching and learning processes [3–5]. The ability of AR 

and MR to overlay digital information on the real world, creating interactive and immersive experiences, has opened 

new possibilities in the educational field [6, 7]. The use of these technologies can not only help visualize complex 

concepts more clearly but also improve student engagement, potentially leading to better information retention and 

understanding of topics [8]. One of the main benefits of AR and MR in education is their ability to offer personalized 

and adaptive experiences [3]. Unlike traditional teaching methods, where all students receive the same instruction, these 

technologies allow each student to progress at their own pace and explore content according to their needs and 

preferences [9]. 
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In this context, AR is a technology that overlays digital information (such as graphics, text, or images) on the real 

world, but unlike MR, it does not allow virtual elements to interact as deeply with physical objects [10]. In AR, users 

see the real world with added layers of digital information, but virtual objects do not have the same level of interaction 

or integration with the physical environment [11]. On the other hand, MR refers to the merging of physical and virtual 

world elements, allowing real-time interaction between the two [12]. In an MR environment, digital objects not only 

coexist with those in the real world but can also interact meaningfully with them [13]. This means that users can 

manipulate both physical and virtual objects within a shared space, creating an immersive and highly interactive 

experience [14]. Fields where these technologies can have a significant impact on teaching include academic areas that 

traditionally depend on access to expensive or hard-to-obtain components. Such is the case in medicine [15–17], interior 

design [18], mathematics [19], geometry [20], chemistry [21], and others. 

However, despite its growing adoption, there are limitations in the literature regarding its impact on students' 

cognitive load and its effectiveness in practical and technical areas [22]. Previous studies have explored the ability of 

AR and MR to visualize complex concepts and personalize educational experiences [23, 24]. However, few works have 

thoroughly analyzed the challenges related to interface design, information presentation, and mental load in MR 

environments [25]. To address this gap, this study evaluates the impact of the Build_3D application, which was designed 

to operate on immersive augmented reality glasses (Meta Quest 3). This application can be used to learn about the 

assembly and functioning of hardware components in a computer and a smartphone. Build_3D allows students to 

virtually manipulate hardware components, such as processors and memory modules, offering a hands-on experience 

without physical or financial constraints. Students can practice assembling and disassembling a smartphone as many 

times as needed to fully understand the concepts, without the risk of damaging expensive components or running out of 

materials. Furthermore, Build_3D provides instant feedback, allowing students to correct mistakes in real-time and 

continuously reinforce their learning. Augmented reality stands out from other digital technologies in education due to 

its ability to offer more realistic and practical experiences, which can be particularly useful in learning technical subjects. 

Despite these benefits, the implementation of MR technology applications for learning also presents challenges. 

Interface design, the quality of interactions, and information presentation are factors that can influence students' mental 

load [26]. If the interface is too complex or the information is poorly structured, students may feel overwhelmed, which 

could increase cognitive load and reduce the effectiveness of learning [3]. Therefore, it is essential to conduct a rigorous 

evaluation of the user experience to ensure that the technology is not only engaging but also accessible and easy to use 

[27]. This paper uses the NASA-TLX tool to measure mental load in students, analyzing dimensions such as mental, 

physical, temporal demand, effort, frustration, and perceived performance [28, 29]. In addition, it gathers teachers' 

perceptions regarding the integration of MR in practical learning. The findings aim to provide recommendations for the 

effective implementation of MR in educational settings, contributing to the design of technologies that optimize user 

experience and learning. 

The objectives of this research were: 

Objective 1: To analyze whether students experience any level of frustration, effort, and temporal, mental, and 

physical demand when using an MR application to support education.  

Objective 2: To propose recommendations for the implementation of MR technology applications to support 

education.  

The theoretical approach of the research is a crucial aspect in understanding how Mixed Reality (MR) impacts 

students' mental load in the educational context. To address this, it is essential to consider Cognitive Load Theory and 

the conceptual framework underlying this research [30]. Cognitive Load Theory (CLT), proposed by John Sweller in 

1994, asserts that human cognitive processing capacity is limited, and that learning is affected by the amount of cognitive 

load imposed during a task [31, 32]. In the context of this study, NASA-TLX is used to assess whether the use of 

Build_3D in education leads to cognitive overload, which could result in frustration, excessive effort, and a decrease in 

learning effectiveness. Based on the results, it can be identified that the use of MR applications not only facilitates 

content comprehension but also maintains a balance in cognitive load. Another relevant theory influencing this study is 

experiential learning theory, which suggests that learning occurs when students go through a cycle of concrete 

experience, reflection, abstract conceptualization, and active experimentation [32, 33]. In the case of MR applications, 

students have the opportunity to interact with content in an immersive and active way, facilitating an educational 

experience that adapts to their individual needs [34]. Build_3D, by offering an interactive environment, allows students 

to engage in practical experiences that might be more difficult or impossible to achieve in a traditional classroom. This 

aligns with the idea that immersive experiences can reduce cognitive load by making learning more tangible and 

accessible, allowing for a better understanding of abstract concepts [35]. 

This section introduces the reader to the use of MR technology in education, the problem addressed by the research, 

and the theories supporting it. The following sections of this paper are organized as follows: Section 2 reviews the 

application of MR technology in education. Section 3 details the research methodology employed. Section 4 presents 

the research findings. Section 5 discusses these results in depth. Section 6 outlines the study's conclusions, and Section 

7 suggests directions for future research.  
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2- Mixed Reality Technology in Education  

In the educational field, this technology has the potential to enhance the learning experience by providing immersive, 

interactive, and personalized environments, facilitating the understanding of complex concepts. MR has been used to 

improve learning in disciplines that require practical skills and the visualization of abstract concepts. For instance, in 

medical sciences, students can practice surgical procedures in a controlled environment, where virtual objects simulate 

organs and tissues, enhancing their understanding without risks to patients [15, 16]. Students can interact with 3D 

anatomical models using devices like the Meta Quest, allowing them to explore the human body in real time, view 

complex structures such as the cardiovascular system, or practice medical procedures [14, 36]. MR can also be used to 

visualize and modify 3D models of buildings or structures in real time. This facilitates collaboration between architecture 

and interior design students and instructors when reviewing projects in these fields [37, 38]. MR technology allows 

students to interact with molecules, chemical compounds, and biological processes in an immersive way. This improves 

the visualization of molecular structures and helps in the understanding of complex chemical reactions. Students can 

manipulate atoms and molecules in a virtual environment or observe how chemical reactions occur on a microscopic 

level using MR devices [39, 40]. Moreover, MR is used to teach engineering students how complex machines or 

electrical systems work, allowing for more tangible interaction with models instead of traditional flat diagrams. Students 

can virtually disassemble and reassemble engines, inspect internal components, and simulate their operation [41, 42]. 

Finally, in the field of history, MR enables students to virtually visit historical sites, interact with historical figures, or 

experience past events in an immersive way, such as virtual museum tours and archaeological sites. Students can explore 

virtual replicas of ancient artifacts and reconstructions of historical cities [43–45]. 

The benefits of MR in the educational field are numerous. One of the most notable examples is the ability to offer 

immersive and personalized learning experiences [3, 13]. These environments can enhance knowledge retention by 

engaging multiple senses in the learning process [3]. The interaction with 3D objects and the ability to manipulate them 

in real time allows students to explore complex concepts from a practical perspective [14, 46]. Additionally, MR 

facilitates collaboration among students; users can share a virtual environment while interacting with objects and each 

other, promoting teamwork and collaborative learning [3, 4, 6]. In disciplines like engineering, where group work is 

fundamental, this technology has been shown to improve communication and problem-solving skills [14]. Another 

significant aspect is MR's ability to adapt to different learning styles [9]. By combining visual, auditory, and kinesthetic 

elements, MR can personalize content according to the needs of each student, which is particularly beneficial for those 

with learning difficulties [9]. 

3- Methodology 

For this research, an experimental methodology was used with the help of the NASA-TLX tool survey and the help 

of teachers from a higher education institution, this can be seen in Figure 1. 

 

Figure 1. Experimental research methodology 
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3-1- Mobile Augmented Reality Application Design     

Design Process  

This project was born from the idea of building a tool focused on learning the components and assembly of hardware, 

such as a computer and a smartphone, using MR technology. To achieve this goal, two challenges had to be overcome 

with innovation and creativity. The first was the assembly process of the elements (PC and smartphone), and the second 

was designing an interface to ensure an adequate user experience. The Build_3D application allows users to pick up 

components and assemble them correctly with natural interactions—meaning as frictionless as possible and closely 

resembling how it would be done in real life. The natural way to do this is for users to manipulate the objects by using 

their hands and making gestures such as "grabbing" and "releasing," allowing them to place, drop, or rearrange 

components. To achieve this, custom software and code were used that work with the integrated cameras of the Meta 

Quest 3 to detect the silhouette of the hands, finger positions, curvature, flexion, finger separation, and opposition. 

Figure 2 shows the four positions that fingers can assume to design an MR application suitable for practical use. 

Curvature detects how bent the fingers are at their joints. Flexion detects the degree, in angles, to which the knuckles 

are bent towards the palm of the hand. Separation detects when adjacent fingers are spread apart, forming an angle. 

Finally, opposition detects how close the tip of one finger is to the thumb, applying only to the index, middle, ring, and 

little fingers.  

For the development of MR software, two main points are proposed: 

1. 3D Objects: These are placed in the scene to request an action based on the user's familiarity with real-world 

objects. For example, using a red button signal to the user that they should press it to interact with that 3D element 

and expect something to happen. This is particularly important for users who are new to MR.  

2. Spatial Text: The application includes a feature that displays detailed information about each component in the 

form of text. The user can grab the text like a 3D object to read it, but when releasing it, they might place it at an 

angle that is difficult to read or even invisible. To resolve this issue, a text tracking system was implemented that 

follows both the object and the user, ensuring the text remains readable.  

 

Figure 2. Finger position 

Requirements 

The development focused on both an educational perspective and the user experience. Several requirements need to 

be met, as shown in Table 1. It is important to address user comfort, intuitive use, and the visual language that serves as 

a guide for interactions. Additionally, Table 2 presents the technological tools used, and Table 3 details the libraries and 

dependencies employed for the design of Build_3D. 
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Table 1. Usability Requirements for the Application 

Requirement Description 

Educational 

Content 

Spatial computation for MR (3D) representation of the internal elements of a PC and a smartphone, as well as interactive educational 

interaction to illustrate component assembly. 

Visual Language 

3D button elements that must be pressed manually to perform an action.  

Palette with selection options for internal components of a PC and smartphone.  

Positioning of components indicated by a hologram with the shape of the component, which activates only when the user grabs one 

of the elements. 

Convenience and 

Optimizations 

To avoid dizziness from low visual quality or performance drops, code, execution, and resources are optimized using: Programming 

with loops and optimized element searches: 

 Programming with loops and optimized searches 

 Handling active or inactive elements dynamically based on activity, where each element has its own physics and responds to 

these interactions defined by scripts 

 3D elements with techniques to reduce polygons and balancing of details 

 Rendered by software, balanced graphics, lights, and shadows for better performance  

Comfort and 

Usability 

Interaction is done through manual gestures, hand pose detection, and similar techniques of human-computer interaction to reduce 

user friction. 

Shaders 

To indicate that a PC component is placed in a specific place, when the user grabs the component, a hologram shows the correct 

location and alignment for that component. This is achieved through "Shaders," which are programs that give instructions to the 

device’s chip on how to render pixels. This enables effects such as holograms, transparency, metallic reflections, among others. 

Table 2. Technological Tools 

Technology Name Description 

Unity 2022.3.10f1 

Versatile game engine with features for building 2D, 3D, VR, AR, and MR projects with export capabilities to multiple platforms, 

including Mobile devices, Web, among others. It allows programming with components called "Scripts" written in C#. The 

following base configuration was used: 

 Export platform: Android 

 Texture compression: ETC2 (GLES 3.0) 

 Compression method: LZ4 

 Render pipeline: Built-in 

Visual Studio Code 

Source code editor developed by Microsoft for Windows, Linux, macOS, and Web. Visual Studio Code was chosen for being 

lightweight and highly customizable. Extensions used: 

 Unity: Integrated development experience and C# Dev Kit for Unity projects 

 IntelliCode for C# Dev Kit: Includes assistance for C# development 

 C#: Support for C# language development 

 C# Dev Kit: Solution explorer and testing management 

Blender 3.3.21.0 

Free, open-source 3D modeling software used for: 

 Construction of necessary elements 

 Optimization and retopology: Techniques to reduce polygon count for a smoother experience 

Table 3. Libraries and Dependencies Used 

Name Description 

Meta MR Utility 

Kit 
Utilities and tools at the API scene level to execute operations dependent on the spatial component of the physical space. 

Meta XR All-in-

One SDK 

Set of all Meta SDKs that include features from advanced rendering, social functions, and compatibility to build immersive 
experiences in VR and MR. Includes:  

• Meta XR Core SDK  

• Meta XR Audio SDK  

• Meta XR Haptics SDK  

• Meta XR Interaction SDK  

• Meta XR Interaction SDK  

• Meta XR Platform SDK 
• Meta XR Voice SDK 

• Meta XR Simulator 

• Meta Mixed Reality Utility Kit  

Meta XR Audio 

SDK 
Provides spatial audio features for immersive applications. 

Meta XR Core SDK 
Provides the latest features to create immersive experiences for MR devices, such as Passthrough, Anchors, and Scene 

Understanding. 

Meta XR 

Interaction SDK 
Provides the core implementation of interaction models along with shaders, materials, and necessary prefabs 

Meta XR Simulator Allows visualizing changes in the project without needing a physical device or building the project. 

Oculus XR Plugin Provides support for input reception and display of information for Oculus devices. 

XR Plugin 

Management 

Provides simple management of extended reality (XR) plugins. Manages and offers loading assistance, initialization, configuration, 

and build support. 
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Development Methodology 

The SCRUM methodology was used due to the nature of the project, which required incremental progress to test 

interactions during the development phase. Iterations were defined based on the requirements needed to build the 

application, there were six iterations over eight weeks, based on the knowledge and mastery of the technologies used. 

Table 4. Scrum Iterations with Functionalities 

Iteration Description Priority (1-10) Duration (weeks) 

1 Acquisition of 3D resources: PC components 10 1 

2 Acquisition of 3D resources: Smartphone 10 1 

3 Optimization of 3D resources: Reduce polygon count 7 1 

4 Construction of PC assembly interaction 10 2 

5 Construction of smartphone assembly interaction 10 2 

6 Addition of detailed information per component 5 1 

Total time in weeks 8 

Build_3D Application Visualization 

Figures 3 and 4 provide a detailed visualization of the disassembly process of a PC and a smartphone. The background 

shown is an example of the ability to use RM ubiquitously, this academic support can be used in the classroom or outside 

the classroom. In these figures Build_3D uses MR to show key internal elements such as the battery, the motherboard, 

the camera module or the haptic engine, among others. This detailed segmentation allows users to see each component 

in its physical context, facilitating interactive learning about PC and smartphone hardware. Figure 5 shows that users 

can interact directly with device components, simulating actions such as removing the motherboard. This suggests that 

the application promotes a hands-on, immersive approach, which can improve information retention and motivation in 

learning. Direct manipulation of components in MRI space represents a significant advance over traditional teaching 

methods, such as textbooks or 2D simulations. In each scene, floating information panels are used to explain the 

hardware components. The texts provide technical descriptions of the purpose and characteristics of each component. 

This accessible presentation allows students to learn at their own pace, providing a personalized educational experience. 

The application is scalable in terms of the types of devices that can be disassembled, suggesting that it can be extended 

to other hardware or electronic devices, which would provide versatility for different training areas. Additionally, as 

seen in Figure 3 and 4, there is a mechanism (a red button) that can be pressed to switch between the visualization of a 

smartphone and a PC, highlighting a key feature in the design of Build_3D, which is its ability to teach various types of 

hardware technology. This shows that the application can be adjusted to different levels of knowledge, covering both 

simple components and more complex systems like those in a PC. 

3-2- Experimental Protocol 

Participants    

This study involved 60 students and 20 faculty members from a higher education institution. All participants provided 

informed consent through a web-based form. The participants were selected through convenience sampling, due to their 

accessibility and availability to participate, without any compensation in this experiment. Of the 60 students, 17 (28%) 

were women and 43 (72%) were men, with participants aged between 18 and 19 years. On the other hand, all the faculty 

members who participated were men. Although the sample size is relatively modest, it is important to note that this 

study focused on evaluating the mental workload perceived by students when using an MR application for teaching the 

assembly of internal components of a PC and a smartphone. Additionally, although the sample mainly comes from a 

single university, it is noteworthy that this institution has a highly diverse and representative student population in terms 

of academic background and levels of knowledge. 

Task 

The experiment began with an introduction to the use of the Build_3D application. Participants were given the 

opportunity to ask questions and provide feedback and recommendations about the designed application.  

 The students and faculty members used Build_3D, with each participant spending approximately 10 minutes 

assembling the PC and 10 minutes assembling the smartphone. 

 Students completed the NASA-TLX tool questionnaire. The information obtained helped assess their perception 

of the mental workload associated with using MR technology as support in higher education. 

 Faculty members were interviewed to gather their feedback on the MR tool and provided recommendations for the 

proper use and deployment of this technology as support in higher education. 

These data can be valuable for educators and educational institutions looking to incorporate MR to innovate traditional 

methodologies and adequately address current challenges in the learning process. 
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                     Figure 3. Internal components of a PC         Figure 4. Internal components of a smartphone 

 

Figure 5. Manipulation of the internal components of a smartphone 

Workload Analysis 

The NASA-TLX is a widely used tool for measuring mental workload in various contexts, including work, academic, 

and technological environments, such as the use of MR and VR applications [28]. It was developed by NASA to assess 

the mental workload of operators in complex systems, such as pilots or air traffic controllers, and has since been extended 

to other areas [28]. The NASA-TLX measures perceived workload across six dimensions, which are defined in Table 5 

[29]. 

Table 5. NASA-TLX rating dimension description 

Title Description Scale 

Mental Demand (MD) 
How much mental and perceptual activity was required (e.g., thinking, deciding, calculating, remembering, looking, 

searching, etc.)? Was the task easy or demanding, simple or complex, exacting or forgiving? 
1-20 

Physical Demand (PD) 
How much physical activity was required (e.g., pushing, pulling, turning, controlling, activating, etc.)? Was the task 

easy or demanding, slow or brisk, slack or strenuous, restful or laborious? 
1-20 

Temporal Demand (TD) 
How much time pressure did you feel due to the rate or pace at which the tasks or task, elements occurred? Was the 

pace slow and leisurely or rapid and frantic? 
1-20 

Performance (PE) 
How successful do you think you were in accomplishing the goals of the task set by the experimenter (or yourself)? 

How satisfied were you with your performance in accomplishing these goals? 
1-20 

Effort (EF) How hard did you have to work (mentally) to accomplish your level of performance? 1-20 

Frustration Level (FL) 
How insecure, discouraged, irritated, stressed, and annoyed or secure, gratified, content, relaxed, and complacent did 

you feel during the task? 
1-20 
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4- Results 

4-1- Students 

To assess mental workload, the questionnaire provided by the NASA-TLX tool was used. The 60 participants 

responded to the survey based on the six dimensions associated with this tool, which are: Mental Demand (MD), Physical 

Demand (PD), Temporal Demand (TD), Performance (PE), Effort (EF) and Frustration Level (FL). As shown in Table 

6, the PD dimension received the lowest score (1.35), PE received the highest score (13.60). Figure 6 shows graphically 

how students perceive each of the NASA -TLX dimensions. Responses were in the bottom 50% for all dimensions 

associated with the NASA-TLX survey except for PE. This indicates that students perceive that they can achieve better 

performance and learning outcomes when using Build_3D. The second highest score was for the TD dimension, meaning 

that the students' perceived time pressure to complete the application tasks was low. In third place was the MD 

dimension, which shows that using Build_3D was demanding at first but became easier as time progressed. In fourth 

place was the EF dimension, which indicated that students perceived a low level of mental effort when using Build_3D. 

In fifth place was the FL dimension, which showed that students experienced little frustration when using the application. 

Finally, it is evident that students perceived a very low physical demand (PD) to complete the tasks requested in 

Build_3D.  

 

Figure 6. Qualitative data on student responses to the six dimensions (maximum value: 20, minimum value: 1) 

Table 6. Quantitative data to the six dimensions of NASA-TLX 

Students MD 
PD 

 

TD 

 

PE 

 

EF 

 

FL  

 

60 5.08 1.35 5.50 13.60 4.23 2.80 

Table 7 shows the six dimensions evaluated by the NASA-TLX tool grouped in pairs. Each cell indicates how many 
times a dimension was perceived as more significant compared to another in each pair. As shown in Table 7, MD (Mental 
Demand) is perceived as the most significant in the majority of comparisons, with high values, especially in the first 
columns (MD-PD; MD-EF; MD-FL). This confirms that students perceive the task as mentally demanding in most 

comparisons, indicating that Build_3D is cognitively challenging. PD (Physical Demand) is one of the least significant 
dimensions in almost all comparisons. There is only an increase in some columns (PD-FL; PD-TD; EF-PD), suggesting 
that students do not perceive a high physical workload when using Build_3D. TD (Temporal Demand) is also perceived 
moderately. Some columns have relatively high values (MD-TD; PD-TD; PE-TD; FL-TD; TD-EF), indicating that the 
time required to use the application is a concern in certain pairs, but it is not the most significant. In this context, PE 
(Performance) is the second most significant dimension after MD. The values are high in many cells (PD-PE; PE-TD; 

FL-PE; EF-PE), indicating that students perceive a high level of performance when using Build_3D to complete tasks. 
On the other hand, EF (Effort) is not perceived as a significant workload in many comparisons. This suggests that, 
although students perceive that minimal effort is required to complete the tasks in Build_3D, FL (Frustration Level) has 
moderate values in some comparisons but is not dominant in most pairs. This supports the idea that students do not 
experience high frustration when using the application as an educational aid. 

Tables 8 and 9 present data on students' perceptions of using Build_3D. This data were used to calculate mental 

workload using the NASA-TLX tool. Table 8 shows an example of a quantitative calculation of perceived mental 
workload for participant one. Column A lists the weight of the six dimensions (MD, PD, TD, PE, EF, FL), that is, how 
many times they are repeated in Table 7. Column B shows the scores obtained for (MD, PD, TD, PE, EF, FL) from 
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Table 5. Columns C and D correspond to a simple formula between columns: B x 5 and C x A. The total quantitative 
score, which defines participant one's perception of mental workload when using the mobile application, was 495 points. 
This value, according to Table 8, indicates that participant one perceives a low mental workload when using the mobile 

application. Table 8 shows the total results of the mental workload level perceived by the 60 students who participated 
in this study. A total of 35 students (58.3%) perceives a low level of mental workload when using the application. The 
remaining 25 students (42.7%) perceive a medium level of mental workload when using the application. It is important 
to note that no student perceived a high level of mental workload associated with the use of the application. Therefore, 
it can be concluded that the majority of students perceive a low level of mental workload when using the mobile 
application.  

However, Figure 7 shows the responses of the 60 students, which are concentrated between the values of 451.25 and 

566.25, with very few students scoring higher, and only one student reaching 640 points. This indicates that students 

did not experience excessive mental workload when using the Build_3D application. Therefore, it is considered that this 

application can be used as a tool to support the teaching of hardware for electronic components. 

Table 7. NASA-TLX dimension pair analysis 

 MD-PD MD-EF MD-FL MD-PE MD-TD PD-FL PD-PE PD-TD PE-TD EF-PD FL-EF FL-PE EF-PE FL-TD TD-EF 

MD 60 46 40 34 32 0 0 0 0 0 0 0 0 0 0 

PD 0 0 0 0 0 35 5 28 0 12 0 0 0 0 0 

TD 0 0 0 0 28 0 0 32 13 0 0 0 0 47 45 

PE 0 0 0 26 0 0 55 0 47 0 0 56 47 0 0 

EF 0 14 0 0 0 0 0 0 0 48 46 0 13 0 15 

FL 0 0 20 0 0 25 0 0 0 0 14 4 0 13 0 

Table 8. NASA-TLX evaluation Table (Example student 1). 

Student 1 A. Weight B. Score C. Converted score (Bx5) D. Weight score (CxA) 

MD 2 5 25 50 

PD 3 1 5 15 

TD 2 8 40 80 

PE 5 12 60 300 

EF 2 4 20 40 

FL 1 2 10 10 

Total 15 32 160 495 

Table 9. NASA-TLX scoreboard 

NASA-TLX Mental Workload Level 

Score less than or equal to 500 points 35 students (Low) 

Score greater than 500 points and less than 1,000 points 25 students (Medium) 

Score over 1,000 points 0 (High) 

 

Figure 7. Responses of the 60 participants to the NASA-TLX survey 
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4-2- Teachers 

The interviewed teachers agreed that the use of MR improves practical learning by enabling the repetition of 

complex tasks, such as hardware assembly, in a safe and controlled environment. Additionally, it reduces cognitive 

load by breaking tasks into manageable modules and allowing personalized learning paces. It also increases student 

motivation through immersive and engaging experiences, fostering autonomous learning, among other benefits. 

When using Build_3D with Meta Quest 3 to support the teaching of PC and smartphone hardware assembly, the 

teachers proposed several recommendations to maximize learning. Among them, they suggested gradually 

introducing MR technology with tutorials to help students become familiar with the controls and interface. It is 

important to integrate theoretical explanations with MR practical exercises, assigning specific tasks that cover 

different levels of complexity, and monitoring progress through practical assessments. All the recommendations are 

shown in Tables 10 and 11. 

Table 10. Recommendations for the deployment of MR as support in education 

Recomendation Description 

Adequate Infrastructure 
Ensure that physical spaces are well adapted for the use of Meta Quest 3 and that there is sufficient free space so students can move 
safely while using AR. 

Monitoring of Physical 
Safety 

Supervise the use of the application and Meta Quest 3 devices so that students are using the equipment safely to avoid accidents. 

Access to Devices 
Ensure that all students have access to a Meta Quest 3 device or coordinate shared use in scheduled practice sessions, establishing 

schedules so all students can participate in learning activities. 

Accessible Technical 

Support 
Ensure there is a support team available to quickly resolve any problems students may encounter when using the MR application. 

Use of Data Analysis for 

Personalization 

Use data analysis to monitor students' progress and adjust the learning experience based on their performance, identifying behavior 

patterns and areas where students are experiencing difficulties. 

Teacher Training 
Train teachers in the use of Build_3D and AR technology, so they can guide students and solve technical problems that may arise 

during practice sessions. 

Curricular Integration 
Ensure that the implementation of MR technology is coherent with the educational curriculum. It is important that instructors are 

trained to integrate this technology into their teaching methods. 

Maintenance and 

Updates 

Keep both the Build_3D software and Meta Quest 3 devices updated to avoid compatibility problems or errors during practice 

sessions. 

Complementing with 

Real Practices 

Combine the use of Build_3D with real hardware assembly practices so students can acquire both theoretical and practical skills in 

a safe environment. 

Table 11. Recommendations to avoid mental workload when using MR as support in education 

Recomendation Description 

Content Modularization Divide complex tasks into smaller, more manageable modules to facilitate information processing. 

Provide Clear and Simple 

Instructions 
Provide clear, concise, and easy-to-follow instructions to reduce cognitive overload. 

Use of Visual and 

Multimedia Aids 
Incorporate graphics and explanatory videos to reinforce concepts without overloading with textual information. 

Immediate and Progressive 
Feedback 

Provide immediate feedback after each activity to avoid the accumulation of errors. 

Incorporate Breaks and 
Planned Pauses 

Include suggested breaks to avoid mental fatigue during prolonged use and prevent cognitive fatigue. 

Facilitate Personalization 

of the Experience 

Allow students to progress at their own pace within the MR application. Offer personalization options to adjust the difficulty 

and duration of tasks, helping students feel more comfortable with the content and reducing cognitive overload. 

Optimization of User 

Interface (UI) Design 

Simplify the interface design to make it more intuitive and easy to navigate. UI elements should be clear and direct, avoiding 

overloading the user with too many options or simultaneous information. 

Prior Training or 

Interactive Tutorials 

Before students face complex scenarios in MR, provide simple practice tasks to familiarize them with the application. This will 

reduce mental and temporal demands. 

Gamification of Tasks Incorporate gamification elements to make cognitive tasks more fun and less overwhelming. 

Facilitate navigation within 

the application 
Simplify navigation to reduce mental effort when searching for resources within the application. 

Continuous Usability 

Evaluations 

Conduct periodic usability evaluations with students to obtain continuous feedback on the use of the MR application. This will 

allow for iterative improvements that meet the changing needs of the students. 
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5- Discussion 

The theoretical approach of the research is anchored in two key theories: Cognitive Load Theory and Experiential 

Learning. These theories provide a deep understanding of how MR applications can impact learning, both positively and 

negatively, and offer a framework for assessing students' mental load when using these technologies. The encouraging 

results of the research, in which students report low mental workload, support the idea that, when implemented correctly, 

MR applications can enhance the educational experience by reducing cognitive load, fostering intrinsic motivation, and 

facilitating effective interaction with the content. 

5-1- Objective 1 

To analyze whether students experience any level of frustration, effort, and temporal, mental, and physical demands 

when using an MR application as educational support, the results obtained for each of the evaluated dimensions must 

be interpreted. The results show that FL (Frustration Level) is moderate in some comparisons but is not a dominant 

dimension in most of the evaluated pairs. This suggests that students do not experience high levels of frustration while 

using the application, which is a positive indicator for the user experience. The EF (Effort) perceived by the students is 

low or moderate in most comparisons. Students do not feel they need to exert much effort to complete the tasks, 

indicating that the application is accessible and does not excessively overload users in terms of personal effort. 

The task is highly demanding at the cognitive level, as MD (Mental Demand) is the most significant dimension in 

most comparisons. This means that the application requires a considerable level of concentration and mental processing, 

indicating that it is cognitively demanding. PD (Physical Demand) is perceived as low in most cases, implying that the 

use of the application does not require significant physical effort. This is expected, given that the application focuses on 

cognitive tasks rather than physical activities. Although TD (Temporal Demand) is moderately present in some pairs, 

students do not perceive the time spent using the application as a limiting or highly stressful factor. This indicates that 

the time required to complete the tasks is manageable within the students' expectations. 

The results confirm that, while the application is cognitively demanding, it does not generate significant levels of 

frustration, physical effort, or excessive temporal demand. The Build_3D MR application is effective as an educational 

tool without imposing a significant workload in terms of effort, frustration, or physical demands. This reinforces the 

idea that MR technology can be successfully integrated into education without negatively impacting students' well-

being. 

5-2- Objective 2 

Table 10 addresses crucial aspects to ensure the effective and safe implementation of MR technology. First, adequate 

infrastructure is essential, as the use of Meta Quest 3 requires a physical environment that allows students to move freely 

without risks, ensuring an immersive experience without accidents. This is complemented by monitoring physical safety, 

emphasizing the importance of supervising the use of devices to prevent incidents. Access to devices is also a significant 

logistical challenge; it is vital to ensure that all students can use Meta Quest 3 equitably, either through individual access 

or by coordinating shared use during practical sessions. To ensure the continuity of the teaching-learning process, it is 

recommended to have accessible technical support available, which can quickly resolve any technical issues that arise, 

minimizing disruptions during class. The use of data analysis for personalization offers a more in-depth approach to 

monitoring student progress and adjusting learning experiences based on individual performance, enhancing the 

effectiveness of the educational process. 

A key factor for successful deployment is teacher training, as educators need to be well-versed in Build_3D and MR 

technology to properly guide students and resolve technical issues in real-time. Likewise, curricular integration ensures 

that MR is not used in isolation but as an integral complement to the existing educational curriculum, reinforcing learning 

objectives through its coherent implementation. Maintenance and updates for both Build_3D software and Meta Quest 

3 devices are essential to avoid compatibility errors and ensure that the system functions smoothly during practical 

sessions. The recommendation to complement virtual practices with real experiences ensures that students not only 

develop skills in virtual environments but also apply that knowledge in practical situations, reinforcing their theoretical 

and practical understanding of hardware assembly. Together, these recommendations enable the effective deployment 

of MR technology in education, ensuring that both students and teachers maximize its benefits while mitigating potential 

risks or technical challenges. 

The use of Build_3D generates high cognitive demand and high perceived performance, indicating that these tools 

can be effective for advanced learning. However, moderate temporal demand and manageable effort suggest that it is 

important to properly structure activities and provide support during the use of these applications to avoid mental fatigue 

or time pressure. Table 11 provides key guidelines for optimizing the learning experience without generating cognitive 
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overload in students. Content modularization is a fundamental strategy that allows complex tasks to be divided into 

smaller, more manageable modules, facilitating the assimilation of information and avoiding cognitive saturation. 

Complementing this with clear and simple instructions is essential, as confusing or lengthy instructions can increase 

cognitive demand. The use of visual and multimedia aids efficiently reinforces concepts without over-reliance on text, 

helping to reduce mental load by presenting information visually and making it easier to understand. Immediate and 

progressive feedback ensures that students can correct mistakes in real-time, avoiding the accumulation of problems that 

could cause frustration or confusion. 

Another key recommendation is to incorporate breaks and planned pauses, which help mitigate mental fatigue caused 

by prolonged use of MR technology. Personalization of the experience also plays an important role by allowing students 

to progress at their own pace and adjust task difficulty, giving them more control and reducing the risk of feeling 

overwhelmed. Optimizing the graphic interface design is crucial for making navigation within the application intuitive 

and easy. A clear and direct design, avoiding an overload of options or simultaneous information, is essential so students 

can focus on tasks instead of getting lost in navigation. Prior training or interactive tutorials provide students with a solid 

foundation to familiarize themselves with the technology before facing more complex scenarios, thus reducing initial 

mental demand. The use of gamification turns cognitive tasks into more enjoyable and less overwhelming activities, 

increasing motivation and reducing the stress associated with challenging tasks. Additionally, facilitating navigation 

within the application ensures that students do not waste time or effort trying to find the necessary resources, reducing 

the mental load associated with orienting themselves within the virtual environment. 

Finally, users should be asked for constant feedback, which will allow the application to be adjusted and improved 

according to the needs and capabilities of students. This iterative feedback ensures that the user experience remains 

effective and optimized, preventing the system from becoming a source of additional cognitive load. Together, these 

recommendations allow MR to be implemented effectively in the educational environment, offering an optimized and 

controlled learning experience that minimizes mental stress while maximizing pedagogical benefits.  

6- Conclusions 

The students who participated in the study perceived a low mental workload when interacting with the application, 

which is a key indicator of the tool’s success. This finding suggests that Build_3D has achieved an appropriate balance 

between task complexity and interface usability, allowing students to focus on the essential aspects of learning without 

feeling overwhelmed by the technology. 

From a pedagogical perspective, Build_3D has proven to be an effective tool for complementing the learning of 

complex topics such as hardware assembly, especially in areas where access to physical labs or real equipment may be 

limited. The ability to manipulate 3D models in an interactive environment has enhanced students’ practical 

understanding, offering a deeper learning experience than traditional methods, such as textbooks or 2D simulations. 

The application, due to its ease of use, can be employed by both beginner and experienced students, demonstrating its 

versatility. However, despite the positive results, it is important to highlight the need to properly manage the usage 

periods of these technologies to avoid mental fatigue. Incorporating regular breaks is essential to ensure that students do 

not experience cognitive overload. 

The implementation of Build_3D in educational environments has proven to be a promising solution for improving 

the comprehension and practical learning of PC and smartphone hardware. The low perceived mental workload and 

efficiency in task performance suggest that this technology can have a positive impact on teaching technical subjects, 

fostering greater motivation and knowledge retention among students. 

Feedback from teachers who used the Build_3D application reinforces the effectiveness of MR in the educational 

environment. The teachers agreed that the use of Build_3D significantly improves practical learning by allowing 

students to repeat complex tasks, such as hardware assembly, in a safe and controlled environment. This offers a notable 

advantage over the physical limitations of traditional labs. 

Another key aspect is Build_3D’s ability to reduce cognitive load by breaking tasks into manageable modules and 

allowing students to progress at their own pace. This personalized learning approach facilitates the acquisition of 

necessary skills in a gradual and effective manner, regardless of the students' knowledge level. Moreover, the immersive 

and engaging nature of MR technology has proven to be a significant motivational factor, promoting autonomous 

learning and increasing student engagement with the content. 

Overall, the research has not only demonstrated that Build_3D is an effective tool for learning PC and smartphone 

hardware but has also highlighted the crucial role of teachers in optimizing the use of this technology. Implementing 

these recommendations could potentially maximize the benefits of MR in higher education, promoting more practical, 

personalized, and motivating learning experiences. 
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6-1- Future Work  

Based on the results obtained from this research, a long-term follow-up could be conducted to assess whether students 

using MR applications like Build_3D retain the acquired knowledge more effectively than those who learn through 

traditional methods. This would allow for measuring the real impact of MR on long-term memory and the transfer of 

skills to the real world. While this research focused on PC and smartphone hardware, it would be valuable to apply MR 

to other areas of study within computer science, engineering, and even other disciplines such as medicine or architecture. 

This could help identify which fields benefit the most from MR and which require specific adjustments in the 

implementation of the technology. 

It is suggested that future researchers conduct a comparative study between different emerging technologies, such as 

mobile learning, artificial intelligence (AI), AR, VR, and MR, to provide insights into which tools are most effective for 

different types of educational tasks and whether there is an optimal combination of technologies to enhance learning 

outcomes in technical subjects. Furthermore, it would be interesting to analyze how MR can be adapted for students 

with disabilities or with limited access to technological resources. This could include the design of inclusive interfaces 

and the evaluation of how MR can be used to ensure that all students, regardless of physical abilities or resources, can 

benefit from immersive learning. 

Additionally, the possibility of integrating Build_3D and other MR applications with continuous assessment systems 

that monitor students’ progress in real-time could be explored. This would allow teachers to adjust the difficulty of tasks 

and provide personalized feedback based on each student’s performance in an immersive environment. 

These future research directions would not only expand knowledge on the application of MR in higher education but 

also provide new opportunities to optimize tools and improve students’ learning experiences. 

7- Declarations  

7-1- Author Contributions 

Conceptualization, S.C.-C., A.G.-A., and A.D.S.; methodology, S.C.-C. and A.G.-A.; software, S.C.-C.; validation, 

S.C.-C. and S.L.-M.; investigation, S.C.-C. and A.G.-A.; resources, S.C.-C. and A.G.-A.; data curation, S.C.-C., A.G.-

A., and D.B-F.; writing—original draft preparation, S.C.-C. and A.G.-A.; writing—review and editing, S.C.-C., A.G.-

A., and S.L.-M.; visualization, S.C.-C., A.D.S., and A.G.-A.; supervision, S.C.-C., A.G.-A., and S.L.-M.; project 

administration, S.C.-C. and A.G.-A. funding acquisition, S.C.-C. and D.B-F. All authors have read and agreed to the 

published version of the manuscript. 

7-2- Data Availability Statement 

The data presented in this study are openly available in Mendeley Data at Doi:10.17632/ftvmsf7z8b.1. 

7-3- Funding 

Universidad de Las Américas-Ecuador funded this research as part of internal project 507.A.XIV.24. 

7-4- Institutional Review Board Statement 

Not applicable. 

7-5- Informed Consent Statement 

Informed consent was obtained from all subjects involved in the study. 

7-6- Conflicts of Interest 

The authors declare that there is no conflict of interests regarding the publication of this manuscript. In addition, the 

ethical issues, including plagiarism, informed consent, misconduct, data fabrication and/or falsification, double 

publication and/or submission, and redundancies have been completely observed by the authors. 

8- References  

[1] Terzieva, V., Paunova-Hubenova, E., & Todorova, K. (2022). Emerging Technologies in Smart Classroom Education. Lecture 

Notes in Networks and Systems, 364 LNNS, 89–98. doi:10.1007/978-3-030-92604-5_9. 

[2] Al-Masri, E., Kabu, S., & Dixith, P. (2020). Emerging Hardware Prototyping Technologies as Tools for Learning. IEEE Access 

8, 80207–80217. doi:10.1109/ACCESS.2020.2991014. 

[3] Ali, A. A., Dafoulas, G. A., & Augusto, J. C. (2019). Collaborative Educational Environments Incorporating Mixed Reality 

Technologies: A Systematic Mapping Study. IEEE Transactions on Learning Technologies, 12(3), 321–332. 

doi:10.1109/TLT.2019.2926727. 



Emerging Science Journal | Vol. 8, Special Issue, 2024 

Page | 423 

[4] Pan, X., Zheng, M., Xu, X., & Campbell, A. G. (2021). Knowing Your Student: Targeted Teaching Decision Support through 

Asymmetric Mixed Reality Collaborative Learning. IEEE Access, 9, 164742–164751. doi:10.1109/ACCESS.2021.3134589. 

[5] Yang, C. H., Liu, S. F., Lin, C. Y., & Liu, C. F. (2020). Immersive Virtual Reality-Based Cardiopulmonary Resuscitation 

Interactive Learning Support System. IEEE Access, 8, 120870–120880. doi:10.1109/ACCESS.2020.3006280. 

[6] Albeedan, M., Kolivand, H., & Hammady, R. (2023). Evaluating the Use of Mixed Reality in CSI Training Through the 

Integration of the Task-Technology Fit and Technology Acceptance Model. IEEE Access, 11, 114732–114752. 

doi:10.1109/ACCESS.2023.3323949. 

[7] Schaf, F. M., & Pereira, C. E. (2009). Integrating mixed-reality remote experiments into virtual learning environments using 

interchangeable components. IEEE Transactions on Industrial Electronics, 56(12), 4776–4783. doi:10.1109/TIE.2009.2026369. 

[8] Bekele, M. K., Pierdicca, R., Frontoni, E., Malinverni, E. S., & Gain, J. (2018). A survey of augmented, virtual, and mixed reality 

for cultural heritage. Journal on Computing and Cultural Heritage, 11(2), 1-36. doi:10.1145/3145534. 

[9] Vasilevski, N., & Birt, J. (2020). Analysing construction student experiences of mobile mixed reality enhanced learning in virtual 

and augmented reality environments. Research in Learning Technology, 28. doi:10.25304/rlt.v28.2329. 

[10] Laurens-Arredondo, L. (2022). Mobile augmented reality adapted to the ARCS model of motivation: a case study during the 

COVID-19 pandemic. Education and Information Technologies, 27(6), 7927–7946. doi:10.1007/s10639-022-10933-9. 

[11] Criollo-C, S., Abad-Vásquez, D., Martic-Nieto, M., Velásquez-G, F. A., Pérez-Medina, J. L., & Luján-Mora, S. (2021). Towards 

a new learning experience through a mobile application with augmented reality in engineering education. Applied Sciences 

(Switzerland), 11(11), 4921. doi:10.3390/app11114921. 

[12] Okura, F., Kanbara, M., & Yokoya, N. (2015). Mixed-reality world exploration using image-based rendering. Journal on 

Computing and Cultural Heritage, 8(2), 1-26. doi:10.1145/2700428. 

[13] Fidalgo, C. G., Yan, Y., Cho, H., Sousa, M., Lindlbauer, D., & Jorge, J. (2023). A Survey on Remote Assistance and Training 

in Mixed Reality Environments. IEEE Transactions on Visualization and Computer Graphics, 29(5), 2291-2303. 

doi:10.1109/TVCG.2023.3247081. 

[14] Sankaran, N. K., Nisar, H. J., Zhang, J., Formella, K., Amos, J., Barker, L. T., Vozenilek, J. A., Lavalle, S. M., & Kesavadas, T. 

(2019). Efficacy study on interactive mixed reality (IMR) software with sepsis prevention medical education. 26th IEEE 

Conference on Virtual Reality and 3D User Interfaces, VR 2019 - Proceedings, 664–670. doi:10.1109/VR.2019.8798089. 

[15] Hossain, M. F., Barman, S., Biswas, N., & Bahalul Haque, A. K. M. (2021). Augmented reality in medical education: AR bones. 

Proceedings - IEEE 2021 International Conference on Computing, Communication, and Intelligent Systems, ICCCIS 2021, 348–

353. doi:10.1109/ICCCIS51004.2021.9397108. 

[16] Von Jan, U., Noll, C., Behrends, M., & Albrecht, U. V. (2012). MARble - Augmented reality in medical education. 

Biomedizinische Technik, 57(SUPPL. 1 TRACK-A), 67–70. doi:10.1515/bmt-2012-4252. 

[17] Abdullah, N. A. S., & Rokmain, N. S. S. (2023). Learning Human Anatomy Using Augmented Reality Mobile Application. 

2023 International Conference on Digital Applications, Transformation and Economy, ICDATE 2023, 1–5. 

doi:10.1109/ICDATE58146.2023.10248797. 

[18] Gürçınar, E., & Esen, Ö. C. (2018). The application of augmented reality in interior design education. DS 91: Proceedings of 

NordDesign 2018, 14th-17th August 2018, Linköping, Sweden. 

[19] Kounlaxay, K., Shim, Y., Kang, S. J., Kwak, H. Y., & Kim, S. K. (2021). Learning media on mathematical education based on 

augmented reality. KSII Transactions on Internet and Information Systems (TIIS), 15(3), 1015-1029. 

[20] Rossano, V., Lanzilotti, R., Cazzolla, A., & Roselli, T. (2020). Augmented Reality to Support Geometry Learning. IEEE Access, 

8, 107772–107780. doi:10.1109/ACCESS.2020.3000990. 

[21] Nechypurenko, P. P., Starova, T. V., Selivanova, T. V., Tomilina, A. O., & Uchitel, A. D. (2018). Use of augmented reality in 

chemistry education. CEUR Workshop Proceedings, 2257, 15–23. doi:10.31812/pedag.v51i0.3650. 

[22] Tomaschko, M., & Hohenwarter, M. (2019). Augmented Reality in Mathematics Education: The Case of GeoGebra AR. 

Augmented Reality in Educational Settings, 325–346. doi:10.1163/9789004408845_014. 

[23] Sendari, S., Anggreani, D., Jiono, M., Nurhandayani, A., & Suardi, C. (2020). Augmented reality performance in detecting 

hardware components using marker based tracking method. 4th International Conference on Vocational Education and Training, 

ICOVET 2020, 175–179. doi:10.1109/ICOVET50258.2020.9229895. 

[24] Shrestha, M. (2021). Augmented Reality Mobile Tool for Engineering Education. ASEE Annual Conference and Exposition, 

Conference Proceedings, Virtual Conference, 1-18. doi:10.18260/1-2--36731. 

[25] Herrington, J., & Parker, J. (2013). Emerging technologies as cognitive tools for authentic learning. British Journal of 

Educational Technology, 44(4), 607–615. doi:10.1111/bjet.12048. 



Emerging Science Journal | Vol. 8, Special Issue, 2024 

Page | 424 

[26] Criollo-C, S., Enrique Cerezo Uzcategui, J., Guerrero-Arias, A., Dwinggo Samala, A., Rawas, S., & Lujan-Mora, S. (2024). 

Analysis of the Mental Workload Associated With the Use of Virtual Reality Technology as Support in the Higher Educational 

Model. IEEE Access, 12, 114370–114381. doi:10.1109/ACCESS.2024.3445301. 

[27] Zhang, L., Wade, J., Bian, D., Fan, J., Swanson, A., Weitlauf, A., Warren, Z., & Sarkar, N. (2017). Cognitive Load Measurement 

in a Virtual Reality-Based Driving System for Autism Intervention. IEEE Transactions on Affective Computing 8(2), 176-189. 

doi:10.1109/TAFFC.2016.2582490. 

[28] NASA. (1986). NASA Task Load Index (NASA-TLX). NASA, California, United States. Available online: 

https://ntrs.nasa.gov/api/citations/20000021488/downloads/20000021488.pdf (accessed December 2024). 

[29] Cao, A., Chintamani, K. K., Pandya, A. K., & Ellis, R. D. (2009). NASA TLX: Software for assessing subjective mental 

workload. Behavior Research Methods, 41(1), 113–117. doi:10.3758/BRM.41.1.113. 

[30] Sweller, J., Van Merrienboer, J. J. G., & Paas, F. G. W. C. (1998). Cognitive Architecture and Instructional Design. Educational 

Psychology Review, 10(3), 251–296. doi:10.1023/A:1022193728205. 

[31] Sweller, J. (1994). Cognitive load theory, learning difficulty, and instructional design. Learning and Instruction 4(4), 295–312. 

doi:10.1016/0959-4752(94)90003-5. 

[32] Mayer, R. E. (1989). Models for Understanding. Review of Educational Research, 59(1), 43–64. doi:10.3102/00346543059001043. 

[33] Kolb, D. A. (1984). Experiential Learning: Experience as The Source of Learning and Development. Prentice Hall, Inc., 20–38. 

doi:10.1016/B978-0-7506-7223-8.50017-4. 

[34] Putranda, I. G., Yumna, A. M., Rosmansyah, Y., & Sukmana, Y. (2023). Exploring Audio Processing in Mixed Reality to Boost 

Motivation in Piano Learning. IEEE Access, 11, 71194–71200. doi:10.1109/ACCESS.2023.3293250. 

[35] Refat, N., Rahman, M. A., Asyhari, A. T., Kurniawan, I. F., Bhuiyan, M. Z. A., & Kassim, H. (2019). Interactive learning 

experience-driven smart communications networks for cognitive load management in grammar learning context. IEEE Access, 

7, 64545–64557. doi:10.1109/ACCESS.2019.2915174. 

[36] Bakar, W. A. W. A., Man, M., Solehan, M. A., & Sabri, I. A. A. (2021). GAAR: Gross Anatomy using Augmented Reality 

Mobile Application. International Journal of Advanced Computer Science and Applications, 12(5), 162–168. 

doi:10.14569/IJACSA.2021.0120520. 

[37] Sanusi, A. N. Z., Abdullah, F., Kassim, M. H., & Tidjani, A. A. (2018). Architectural history education: Students’ perception 

on mobile augmented reality learning experience. Advanced Science Letters, 24(11), 8171-8175. 

[38] Redondo, E., Navarro, I., Sánchez, A., & Fonseca, D. (2011). Visual interfaces and user experience: Augmented reality for 

architectural education: One study case and work in progress. Communications in Computer and Information Science, 166 (1), 

355–367. doi:10.1007/978-3-642-21984-9_31. 

[39] Yang, S., Mei, B., & Yue, X. (2018). Mobile Augmented Reality Assisted Chemical Education: Insights from Elements 4D. 

Journal of Chemical Education, 95(6), 1060–1062. doi:10.1021/acs.jchemed.8b00017. 

[40] Luis, C. E. M., Mellado, R. C., & Díaz, B. A. (2013). PBL methodologies with embedded augmented reality in higher maritime 

education: Augmented project definitions for chemistry practices. Procedia Computer Science 25, 402–405. 

doi:10.1016/j.procs.2013.11.050. 

[41] Gonzalez-Sosa, E., Perez, P., Tolosana, R., Kachach, R., & Villegas, A. (2020). Enhanced Self-Perception in Mixed Reality: 

Egocentric Arm Segmentation and Database with Automatic Labeling. IEEE Access, 8, 146887–146900. 

doi:10.1109/ACCESS.2020.3013016. 

[42] Acheampong, R., Balan, T. C., Popovici, D. M., & Rekeraho, A. (2022). Security Scenarios Automation and Deployment in 

Virtual Environment using Ansible. 14th International Conference on Communications, COMM 2022 - Proceedings, 1–7. 

doi:10.1109/COMM54429.2022.9817150. 

[43] Chen, C. Y., Chang, B. R., & Huang, P. Sen. (2014). Multimedia augmented reality information system for museum guidance. 

Personal and Ubiquitous Computing, 18(2), 315–322. doi:10.1007/s00779-013-0647-1. 

[44] Lee, L. K., Chui, K. T., Chiu, C. M., Lo, P. Y., Tsoi, S. W., & Wu, N. I. (2021). An intelligent augmented reality mobile 

application for heritage conservation education. International Conference on Smart Systems and Advanced Computing (Syscom-

2021), CEUR Workshop Proceedings, Volume 3080, 1-7. 

[45] Szlachta, A. M., & Ramos, M. E. T. (2019). Augmented reality games and the possibilities for history heritage education. Metis-

Historia E Cultura, 18(35), 97–119. 

[46] Park, K. B., Choi, S. H., Lee, J. Y., Ghasemi, Y., Mohammed, M., & Jeong, H. (2021). Hands-free human-robot interaction 

using multimodal gestures and deep learning in wearable mixed reality. IEEE Access, 9, 55448–55464. 

doi:10.1109/ACCESS.2021.3071364. 


