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Abstract 

This study addresses the growing challenge of time scheduling in Internet of Things (IoT) 

workflows, where efficiency in time utilization and resource profitability is increasingly constrained 
by uncertainty. Real-world workflows are characterized by non-deterministic activity execution and 

resource preparation times, yet existing research often neglects these fundamental dynamics when 

modeling IoT-based processes. To bridge this gap, we propose a comprehensive modeling and 
performance optimization framework that explicitly incorporates uncertainty. Methodologically, the 

framework introduces two distinct types of places to represent activities and resources, with resource 

properties capturing reusability and preparation processes abstracted as specialized activities. For 
workflow activities, timing functions are defined to model minimum and maximum execution times, 

enabling the computation of earliest and latest start times and the identification of critical activities 

driving overall workflow duration. To mitigate resource conflicts during execution, three alternative 
resolution strategies are developed and systematically evaluated. Results demonstrate that the 

proposed approach effectively identifies optimal scheduling strategies under uncertainty, enhancing 

both temporal efficiency and resource utilization. A workflow case study illustrates the applicability 
of the framework, offering methodological and practical insights for designing resilient IoT 

workflow scheduling systems in complex, real-world environments.  
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1- Introduction 

The Internet of Things (IoT) is regarded as a future network trend, providing various intelligent services in everyday 

life. One of the promises of the Industrial Internet of Things (IIoT) in production is to achieve better control over 

workflow processes. Although existing workflow management systems perform well, their efficiency can still be 

enhanced. In recent years, workflow management systems have demonstrated their broad applicability and feasibility in 

managing business process execution in everyday activities. These applications include office automation, healthcare, 

banking, and others. A workflow is defined as a set of well-defined business activities. Over the past decades, the 

modeling and analysis of workflows have garnered significant attention and achieved considerable success. However, 

due to the complexity and flexibility of workflow systems, there is no uniform modeling and analysis framework 

applicable to all types of workflows. In real-world workflow settings, both activity execution time and resource 

preparation time are inherently non-deterministic during the modeling phase. Unfortunately, existing studies often 

overlook these two characteristics. 
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Petri nets [1] have been widely employed for modeling and analyzing discrete event systems, including workflows 

[2, 3]. Time and resources are critical dimensions in workflow systems. While most existing models emphasize structural 

aspects [4, 5], some have extended the analysis to temporal factors [6]. Beyond structure and timing, resource-related 

requirements have also been widely examined, since real-world workflow execution typically requires resource access 

[3]. However, resources themselves require preparation time, which is inherently non-deterministic. This paper focuses 

on complex workflows characterized by non-deterministic activity execution time and resource preparation time, 

referred to as non-deterministic workflows. They exhibit three essential features in IoT contexts: (1) uncertain activity 

execution time; (2) uncertain resource preparation time; and (3) classification of resources as reusable or non-reusable. 

Such workflows reflect real-world execution more accurately and are critical for modeling complex processes and 

improving business control in IoT environments. 

The remainder of this paper is structured as follows. Section 2 reviews related work. Section 3 introduces the overview 

of the proposed approach and formalizes the workflow with non-deterministic activity execution times and resource 

preparation times. Section 4 presents the NWF-net-based modeling approach for non-deterministic workflows, together 

with its refinement and reduction rules. Section 5 proposes time performance metrics and the approach for identifying 

key workflow activities. Section 6 addresses resource conflict detection approaches and resolution strategies. Section 7 

analyzes the optimized execution time of the global workflow. Finally, Section 8 concludes the paper. 

2- Related Work 

Modeling, analysis, and verification of workflow processes using Petri nets have been studied for several decades [6, 

7]. A significant number of Petri net classes, such as E-net, CE-net, and CTWF-net, have been introduced to address 

various workflow processes. Liu et al. [8] present a hierarchical multi-instance process model that effectively supports 

the discovery of business processes with hierarchical multi-instance structures, yielding higher-quality models. Zeng et 

al. [9] present a systematic framework for modeling and verification of cross-department processes. The paper introduces 

RM_WF_Net, an enhanced WF-net integrating resource and message dimensions, whose soundness is validated through 

reachability. A variety of privacy-preserving extensions of Petri net process mining methods have been developed to 

guarantee correctness, efficiency, and data confidentiality in collaborative business processes, and their effectiveness 

has been demonstrated using transportation and healthcare case scenarios [10]. Building on this foundation, recent 

research has explored behavioral model discovery and process management in increasingly complex environments, 

including Internet of Things (IoT) applications. Automatic discovery of behavioral models from execution data has 

enabled more efficient software understanding and verification [11], while subsequent work proposed evaluation 

methods to assess the correctness and completeness of software component behavioral models [12]. Hierarchical 

discovery techniques have been introduced to identify subprocesses from lifecycle information [13], and formal 

modeling approaches have been applied to multi-instance processes, such as cloud-based resource management, which 

are highly relevant to IoT systems [14]. In addition, execution path-oriented strategies were developed to enforce data-

aware business processes [15], and similarity measurement methods have been proposed to support process comparison 

and optimization in dynamic data-driven environments. 

Collaborative and domain-specific workflows have also attracted attention. For instance, cross-department healthcare 

processes were discovered from event logs to improve transparency and efficiency in critical service systems [16]. 

Emergency response processes, which share similar requirements with IoT-enabled smart city applications, have been 

studied extensively using Petri nets [17, 18]. Contributions in this area include resource conflict detection and resolution 

in nondeterministic workflows, refinement-based hierarchical modeling and correctness verification for cross-

organization collaboration, and correctness analysis frameworks to improve reliability. Complementing these works, 

task pre-emption strategies based on Petri nets have been proposed to optimize scheduling and resource allocation under 

dynamic and uncertain conditions [19]. Together, these studies highlight how Petri-net-based modeling and analysis 

provide robust foundations for handling data-aware, collaborative, and resource-sensitive workflows, which are essential 

characteristics of IoT-driven process management. 

Dealing with time constraints is crucial when designing and managing workflow systems. As a result, effective 

time management is essential for workflow systems in large-scale enterprises [7]. To support time management, Eder 

et al. [20] defined a timed workflow graph, based on which time constraints are computed at runtime. Marjanovic & 

Orlowska [21] first assigned a time interval to each activity, from which temporal constraints are derived.  Besides 

time constraints, resource constraints in workflow specifications have recently garnered increased attention, as 

activities typically require access to resources during execution. Before an activity execution, the required resources 

must be properly prepared. During execution, the required resources are exclusively allocated. Once the 

corresponding activities are completed, these resources are released and become available for access by other 

activities. If a resource constraint between two activities is not properly represented, the activities may compete for 

same resources, resulting in a resource conflict. Therefore, ensuring resource consistency during the design phase is 
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crucial. Regarding the IoTs, Kotb et al. [22] proposed a workflow-net-based framework to facilitate collaboration 

among fog computing devices in an IoT service delivery system. It is demonstrated that the collaborative process 

increases the number of tasks achieved and ensures their timely completion. In addition, Kozma et al. [23] provided 

a concept for IIoT Systems based on workflow technology to improve the understanding and control of workflows, 

as well as to enhancing transparency. 

By considering both resource and time constraints, Wang & Zeng [2] proposed a workflow model constrained by 

resource availability and non-deterministic duration. It paid much attention to the impacts of resource and non-

determined duration on the execution of the workflow. However, they did not give sufficient attention to the preparation 

time and classification for each kind of resource. To address this problem, we address one kind of workflow with both 

non-deterministic activity execution time and resource preparation time, and resources are divided into reusable and non-

reusable ones. Our work can be regarded as an extension of this work by exploring (1) resource preparation and 

classification; and (2) resource conflict detection and resolution and global time performance optimization. 

3- An Approach Overview and Formal Definition of Non-Deterministic Workflow  

Figure 1 outlines the sequential process of the proposed approach. The approach begins with modeling non-

deterministic workflow activities, followed by constructing the IoT-oriented workflow model, termed NWF-net. The 

complex NWF-net is then refined and reduced to simplify analysis. Next, time performance metrics and an approach 

for identifying key workflow activities are proposed. Considering resource conflicts in IoT settings, detection 

approaches and three resolution strategies are introduced. Finally, these strategies are applied to achieve workflow 

time optimization. 
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Figure 1. An Approach Overview 

In this section, we formalize the specification of workflows characterized by non-deterministic activity execution and 

resource preparation times, followed by the discussion of a representative example. To ensure self-completeness, the 

following assumptions are introduced: (1) Resources require preparation time before use, and this process is abstracted 

as a preparation activity in the model; (2) Resources are classified as reusable or non-reusable; (3) The preparation of 

resources begins with workflow initiation, where reusable resources, once prepared, may be repeatedly utilized provided 

they remain available, while non-reusable resources must be re-prepared prior to each reuse; and (4) Activities demand 

resources during execution. For reusable resources, access is exclusive, and other activities must wait until they are 

released. For non-reusable resources, they are re-prepared immediately after they are occupied, becoming accessible 

again once preparation is completed. 

An example of a non-deterministic workflow is shown in Figure 2. An illustrative non-deterministic workflow is 

depicted in Figure 2. Table 1 summarizes activity time constraints, connection relationships, and resource usage details, 

while Table 2 presents the non-deterministic preparation times and classifications of the corresponding resources. 
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Figure 2. A non-deterministic workflow example 
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Table 1. Activity information 

Activity Name Minimum Time Maximum Time Pre-Activity Set Resource Set 

A1 10 12 Null {r1, r2} 

A2 3 7 Null {r1, r2, r5} 

A3 15 20 {A1} {r3, r4} 

A4 10 15 {A2} Null 

A5 5 15 {A3} Null 

A6 10 20 {A3} Null 

A7 10 18 {A4} {r5} 

A8 1 2 {A5, A6} Null 

Table 2. Resource preparation time and classification 

Resource Name Minimum Time Maximum Time Classification 

r1 4 7 reusable 

r2 5 6 reusable 

r3 16 18 non-reusable 

r4 8 21 non-reusable 

r5 7 10 reusable 

Based on Tables 1 and 2, the following observation can be made: (1) The workflow involves eight activities, denoted 
as Activity ={Ai| 1i8}. According to Table 1, activity A1 is a pre-activity of A3, which indicates that A3 cannot start 
before A1; and resources required are denoted by Resource = {rj| 1j5}. According to Table 1, A1 and A2 require 
resources r1 and r2, which indicates that they are shared. Assume that A1 executes first, during which r1 and r2 are locked. 
A2 must wait until A1 finished and r1 and r2 are released. Since r1 and r2 are reusable resources, they do not need to be 
re-prepared before A2 can reuse them. Otherwise, A2 does not need to wait for A1 to release the resources. A2 can use 

them after they have been properly re-prepared, and (2) there are two timing factors for each activity and resource. For 
each activity, the former represents the minimum execution time, and the latter represents the maximum one. For each 
resource, the one-timing factor represents the minimum preparation time of the resource, and the other represents the 
maximum one. 

4- Modeling Workflow with NFW-Net  

The modeling approaches for non-deterministic workflows using NWF-nets are given below. 

4-1- NWF-net 

This section proposes an extension of Petri nets, termed NWF-net, to model workflows with non-deterministic activity 

execution and resource preparation times. For self-completeness, the basic concepts of Petri nets [1] are given.  

Definition 1. A Petri net is a 4-tuple  = (P, T, F, M0), where (1) P is a set of places, T is a set of transitions, PT=, 

and PT; (2) F(PT)(TP) denotes the flow relation; and (3) M0: PZ is the initial marking. 

For any xPT, x = {y| yPT(y, x)F} represents its pre-set, and x = {y| yPT (x, y) F} represents its 

post-set. M0 denotes the initial marking and R(M0) denotes the set of reachable markings of . For any pP is marked 

by M if M(p)0. A transition tT is enabled under M, if for any pt, we have M(p)0, denoted as M[t. The firing of t 

results in a new marking M, denoted as M[tM, such that M(p)=M(p)1 if pt \ t, M(p)=M(p)+1 if pt \ t, and 

otherwise M(p)=M(p). Let R be the set of non-negative real number. 

Definition 2. NWF = (P, T, F, M0, l , ) is an NWF-net such that:  

(1) (P, T, F, M0) is a Petri net; 

(2) P=PAPR, PAPR= where PA is the activity place set, and PR is the resource place set respectively;  

(3) pPA, PRiPR, execution of activity p requires resources PRi if PRi(p);  

(4) l: PR{reusable, non-reusable}, prPR, l(pr)=reusable represents that resource pr is reusable, and l(pr) = non-

reusable denotes that pr is non-reusable;  

(5) : P R. pP, (p)0 denotes the minimum time to execute an activity p or to prepare resource p;  

(6) : P R. pP,  (p)0 denotes the maximum time to execute activity p or to prepare resource p satisfying 

(p)(p); and (7) pP, M0(p)=1 if p=, and M0(p)=0 otherwise.  

For each activity place, two timing factors are defined: the minimum and maximum execution time. Similarly, for 

each resource place, two timing factors are defined: the minimum and maximum preparation time. 
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4-2- NWF-net for Single Activity 

The modeling of a single activity within the NWF-net is introduced first. A single activity is represented by one place 

and two associated transitions, as illustrated in Figure 3. Specifically, pi denotes the activity place, while ti1 and ti2 

correspond to its start and completion transitions, respectively. An activity can be denoted as [ti1, pi, ti2]. When resource 

requirements are involved, the activity is modelled using the two transitions together with an additional set of resource 

places. Each resource is represented by a dedicated place, highlighted by a dashed outline. The initiation of an activity 

then requires the corresponding resources as input. 

ti1 ti2pi

 

Figure 3. NWF-net for a single activity without resources 

When activities require multiple types of resources, the corresponding NWF-net models are constructed, as illustrated 

in Figure 4. Specifically, when a single activity requires two reusable resources, the corresponding modeling process is 

illustrated in Figure 4-a, where pr1 and pr2 become available for reuse once activity pi finishes. When both resources are 

non-reusable, the modeling process is depicted in Figure 4-b, where pr1 and pr2 must be re-prepared and cannot be reused 

once activity pi finishes. When the activity involves one reusable and one non-reusable resource, the modeling process 

is presented in Figure 4-c. In this case, pr1 is a reusable resource and can be reused after activity pi finishes, whereas pr2 

is a non-reusable resource and cannot be reused after activity pi finishes. 
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Figure 4. NWF-net for multiple types of resources 

4-3- NWF-net for Global Workflow 

In this section, four construction criteria of the NWF-net are defined, followed by a detailed introduction to the 

construction of NWF-nets for non-deterministic workflows.  

4-3-1- Criteria One: NWF-net for Two Sequence Activities 

If activity pi is one of the per-activities of activity pj, a place pij is inserted between transitions 𝑡 ti2 and tj1 to establish 

the connection, as shown in Figure 5. This auxiliary place, termed a virtual place, serves only as a structural element 

without semantic meaning in the workflow. 

ti1 ti2pi tj1 tj2pjpij

 

Figure 5. NWF-net for two sequence activities 

4-3-2- Criteria Two: NWF-net Models for Activities Sharing Heterogeneous Resources 

If a set of reusable resources {pr1, pr2, …, prk} is shared by activities pi and pj, then {ti2, tj2}prj and {ti1, tj1}prj
 are 

incorporated into the NWF-net, as illustrated in Figure 6(a). If a set of non-reusable resources {pr1, pr2, …, prk} is shared 

by activities pi and pj, then only {ti1, tj1}prj
 is incorporated into the NWF-net, as illustrated in Figure 6(b). If the 

resource set composes both non-reusable and reusable resources, the NWF-net is shown in Figure 6(c), where pr1 is a 

reusable resource and pr2 is a non-reusable resource. 
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Figure 6. NWF-net models for activities sharing heterogeneous resources 
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4-3-3- Criteria Three: NWF-net for Activities without Pre-activities (Post-activities) 

A set of virtual activities is added to connect activities without pre-activities. Their start transitions are merged into a 

single transition ts. A source place ps is then added, satisfying ts={ps}, ps
={ts}, and ps=. The NWF-net for three 

activities without pre-activities is shown in Figure 7-a. Similarly, a set of virtual activities is added to connect activities 

without post-activities. Their termination transitions are merged into one transition te. A sink place pe is then added, 

satisfying pe={te}, te
={ts}, and pe

=. The NWF-net for three activities without post-activities is shown in Figure 7-b. 

tsps

ps1 pi

ps2 pj

ps3 pk

ti1 ti2

tj1 tj2

tk1 tk2

te pe

pe1pi

pe2pj

pe3pk

ti1 ti2

tj1 tj2

tk1 tk2

(a) (b)

NWF-net for activities without pre-activities NWF-net for activities without post-activities  

Figure 7. NWF-net for activities without pre-activities (post-activities) 

4-3-4- Criteria Four: NWF-net of Reusable Resource (non-Reusable Resource) 

Since resources require time to be properly prepared, this preparation begins as soon as the workflow starts. For each 

reusable resource priPR, a preparation place pxi and a transition txi are added, such that: pxi={ts}, pxi
={txi}, txi={pxi}, 

txi
={pri}, (pxi)= (pri), and (pxi)=(pri). In this way, the preparation time of pri is abstracted as its corresponding 

preparation activity pxi. Because pri is reusable, once released it can be utilized by other activities without undergoing re-

preparation. The resource model for reusable resources is illustrated in Figure 8-a. 

ti1 ti2pi

tj1 tj2pj

pri
ps ts txipxi

(a) (b)
NWF-net for reusable resource NWF-net for non-reusable resource

ti1 ti2pi

tj1 tj2pj
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Figure 8. NWF-net of reusable resource (non-reusable resource) 

For the non-reusable resource prjPR, if it is shared by 𝑘 activities, a preparation place pcj and a transition tcj are added, 

such that: pcj={ts}, and pcj
={tcj}. In this way, the preparation time of prj is abstracted into its corresponding preparation 

activity pcj, which will be repeated 𝑘 times. Since prj is non-reusable, other activities have to re-prepare it before reuse. 

The resource model for non-reusable resources is illustrated in Figure 8-b. 

Based on the above modeling criteria, a non-deterministic workflow can be systematically transformed into its 

corresponding NWF-net. For the case presented in Section 3, the constructed NWF-net is shown in Figure 9. However, 

the initial model may contain redundant places and transitions, which complicate further analysis. To address this issue, 

the refinement operation proposed by Wang & Zeng [2] is applied, ensuring that all activities and their connection 

relations remain unchanged. The redundant places, regarded as virtual activities, carry no semantic meaning and are 

introduced solely for structural control. Taking the non-deterministic workflow as an example, its NWF-net after 

refinement is shown in Figure 10. 
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Figure 9. NWF-net for non-deterministic workflow in Section 3 
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Figure 10. NWF-net of Figure 9 after refinement 

4-4- Invariant Reduction of NWF-net 

When a workflow is highly complex, the corresponding NWF-net after refinement may also become excessively 
large. Following Wang & Zeng [2], a set of reduction rules is defined for the NWF-net, ensuring that the structure, 
activity execution times, and resource properties are preserved. In this way, the reduction process simplifies subsequent 
analysis of the model. For brevity, only the definitions of the reduction rules are presented in Table 3, without delving 
into the proof 

Table 3. Reduction rules for NWF-net 

Rule Reduction rules 

Rule 1 
ti1 tijpi tj2pj ti1 pij

tj2
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Rules 1-2 simplify sequential and parallel structures without resource constraints. Rule 3 allows for the reduction of 
reusable resources and their corresponding preparation activities. Rule 4 facilitates the reduction of non-reusable 
resources and their associated preparation activities. Rule 5 is designed to reduce shared reusable resources and their 
corresponding preparation activities. The reduced NWF-net significantly decreases the number of places while preserving 
both temporal and resource constraints. Taking the NWF-net in Figure 10 as an example, the reduced model is shown in 

Figure 11, where: (1) pr12 is obtained by merging pr1 and pr2 via Rule 5; (2) A568 is obtained by merging A5, A6, and A8 
through Rules 1-2; (3) A47 is derived from A4 and A7 using Rule 1; and (4) pr34 is obtained by merging pr34 with Rule 4. 
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Figure 11. NWF-net in Figure 10 after reduction 
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5- Time Performance Evaluation and Workflow Key Activities  

This section details how to evaluate the time performance of non-deterministic activities and identify the key 

workflow activities based on the constructed NWF-net. 

5-1- Time Performance Evaluation 

The reduced NWF-net is used to compute the earliest and latest start times of each business activity when resource 

factors are not taken into account. Specifically, the earliest time to start activity p if activities are completed in the 

minimum time, can be obtained as follows:  

𝑇𝑒1(𝑝) = {
0                                                       𝑝 = 𝑝𝑠

𝑚𝑎𝑥{ 𝑇𝑒1(𝑝′) + 𝛼(𝑝′)|𝑝′ ∈ ( 
• 𝑝 

• )}   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (1) 

Without considering resources, the earliest time to start activity p if activities are completed in the maximum time, 

can be obtained as follows: 

𝑇𝑒2(𝑝) = {
0                                                       𝑝 = 𝑝𝑠

𝑚𝑎𝑥{ 𝑇𝑒2(𝑝′) + 𝛽(𝑝′)|𝑝′ ∈ ( 
• 𝑝 

• )}   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (2) 

Let TE1=Te1(pe) and TE2=Te2(pe), where pe denotes the sink place of the workflow. In the absence of resource 

constraints, TE1 and TE2 correspond to the minimum and maximum completion times of the workflow. To ensure 

completion within TE1, the latest time to start activity p, denoted as Tl1(p), is computed as follows: 

𝑇𝑙1(𝑝) = {
𝑇𝐸1(𝑝)                                     𝑝 = 𝑝𝑒

𝑚𝑖𝑛{ 𝑇𝑙1(𝑝′) − 𝛼(𝑝′)|𝑝′ ∈ (𝑝•)•} 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (3) 

To ensure the workflow completes within TE2, the latest start time to start activity p, denoted Tl2(p), is calculated as 

follows: 

𝑇𝑙2(𝑝) = {
𝑇𝐸2(𝑝)                                     𝑝 = 𝑝𝑒

𝑚𝑖𝑛{ 𝑇𝑙2(𝑝′) − 𝛽(𝑝′)|𝑝′ ∈ (𝑝•)•} 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (4) 

5-2- Workflows Key Activities Identification 

Definition 3. In an NWF-net NWF = (P, T, F, M0, l , ), a direct path from ps to pe on which for any place pPA 

satisfying Te1(p)= Tl1(p) or Te2(p)= Tl2(p), is defined as the key activity path that influences the time to finish the workflow 

in TE1 or TE2. Activities on the key path are called key activities. 

If the execution time of a key activity is prolonged, the completion of the entire workflow will be delayed. Therefore, 

the execution of key activities must be preserved to ensure workflow efficiency. Following Wang & Zeng [2], we 

establish the existence property of a key path for any given NWF-net.  

Theorem 1. Let NWF = (P, T, F, M0, l , ) be an NWF-net, such that: (1) there exists a directed path from ps to pe 

such that Te1(p)= Tl1(p) holds for all activities; and (2) there exists directed path from ps to pe such that Te2(p)= Tl2(p) 

holds for all activities. 

Proof. Given Te1(p) = Tl1(p) = TE1, where pe is the sink place of the workflow. From Equations 1 and 3, there exists 

p(pe) such that Te1(p) = Tl1(p). Similarly, there exists such that p(p) satisfying Te1(p)=Tl1(p). By iteratively 

applying this reasoning, we obtain Te1(ps) = Tl1(ps). Therefore, a directed path from ps to pe exists such that Te1(p) = Tl1(p) 

holds for all activities. 

The proof for the case Te2(p) = Tl2(p) is analogous and is omitted here due to space limitations. 

Taking the NWF-net in Figure 11 as an example, Te1(p), Te2(p), Tl1(p), and Tl2(p) are computed and shown in Table 

4. According to Table 4, the key activity path ps  pc34  pr34 A3568pe is identified, as illustrated in Figure 12. The 

key activities are critical because they directly determine the global workflow’s execution time. For example, A3568 is a 

key activity; the delay of A3568 will prolong the workflow completion. By contrast, A47 is not a key activity, and its delay 

does not necessarily affect the overall finishing time. 

Table 4. Te1(p), Te2(p), Tl1(p), and Tl2(p) of Figure 11 

Activity ps px12 pc34 px5 p1 p2 pr12 pr34 pr5 A1 A2 A47 A3568 pe 

Te1(p) 0 0 0 0 0 0 5 16 7 5 7 10 16 42 

Te2(p) 0 0 0 0 0 0 7 21 10 7 10 17 21 63 

Tl1(p) 0 1 0 12 6 19 6 16 19 6 19 22 16 42 

Tl2(p) 0 2 0 14 9 24 9 21 24 9 24 31 21 63 
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Figure 12. Key Activity Path of Figure 11 

6- Resource Conflict Detection and Resolution Strategies  

The optimal start and completion times of the workflow are determined. Nevertheless, resource conflicts are 
unavoidable during execution due to inherent resource constraints. To ensure efficient completion with improved time 

performance and utilization, verification approaches and resolution strategies for resource conflicts are introduced. 

6-1- Resource Conflicts 

We assume that each resource requires a certain preparation time, which may affect or delay the execution of 

activities. Resources are further categorized into two types: reusable and non-reusable. A reusable resource needs to be 
prepared only once and can be repeatedly utilized throughout the workflow once released. In contrast, a non-reusable 
resource must be re-prepared before every subsequent use. For example, if a reusable resource set Pr1 is shared by 
activities p1 and p2, with p1 executing first, then p2 must wait until p1 completes and the resources are released. 
Conversely, if a non-reusable resource set Pr1 is shared by activities p1 and p2, with p1 executing first, then p2 has to wait 
until the non-reusable resources are re-prepare. In general, if the resource set Pr1 is shared by activities p1 and p2, it is 

denoted as p1p2 = Pr1. As shown in Figure 6, resource sets Pr1 and Pr2 are both shared by pi and pj, so the set of shared 
resources is pipi = {Pr1, Pr2}. 

Definition 4. Let NWF = (P, T, F, M0, l , ) be an NWF-net. For any pi, pjPA (pipj), pi and pj are in resource 

conflict over Pr1, denoted as pipj, if (1) p1p2 = Pr1; and (2) [Tstart(pi), Tend(pi)] and [Tstart(pj), Tend(pj)] are overlapping 

if Pr1 is a reusable resource set; and [Tstart(pi), max{Tend(pi), Tstart(pi) + (Pr1)}] and [Tstart(pj), max{Tend(pj), 

Tstart(pj)+(Pr1)}] are overlapping if Pr1is a non-reusable resource set. Tstart(p) and Tend(p) is the real start and complete 

time of activity p. 

Resource conflicts between two activities can be identified using two criteria: (1) the activities must share at least one 
resource; and (2) if the resource is reusable, their execution intervals overlap; if it is non-reusable, the overlap occurs 
between the execution time of one activity and the re-preparation period of the resource. 

6-2- Resolution Strategies for Potential Resource Conflicts 

To address potential resource conflicts, three resolution strategies are introduced following Van Der Aalst [4]: key-

activity priority strategy (KAPS), waiting-short priority strategy (WSPS), and start-early priority strategy (SAPS). Let 
W(pi, pj) represent the waiting time of pj for the shared resources occupied by pi. If the two activities do not share any 
resources, then W(pi, pj) = W(pj, pi) = 0.  

Key-Activity Priority Strategy (KAPS): Given pipj. If pi is a key activity but pj is not. The priority for the shared 

resources of pi is higher than that of pj, i.e. W(pi, pj) = 0 and W(pj, pi) 0. 

KAPS applies only to conflicts between a key and a non-key activity; when both are of the same type, two other 

strategies-SAPS and WSPS-are employed. SAPS ensures that an activity with an earlier start time has a higher priority 

regarding shared resources, while WSPS guarantees that the waiting time for activities in conflicts is minimized. 

Start-early Priority Strategy (SAPS): Given pip. If the start time of pi is earlier than that of pj. The priority of pi is 

higher than that of pj, i.e. W(pi, pj) =0 and W(pj, pi) 0. 

Waiting-short Priority Strategy (WSPS): Given pipj, when both are non-key activities, priority is assigned by 

comparing waiting times: if W(pi, pj) W(pj, pi), then W(pi, pj) =0; otherwise, W(pj, pi) =0. 

By applying the three conflict resolution strategies described above, resource contention among activities can be 
effectively mitigated. The subsequent section presents detailed procedures for employing these strategies to resolve 
conflicts and optimize time performance. 

7- Time Performance Optimization  

Since each strategy may yield different workflow execution performances, the global workflow’s optimized execution 

time is analyzed by comparing all resolution strategies. 

7-1- Earliest Time to Start Activity 

An activity can start only after all its pre-activities are completed and the necessary resources are prepared-that is, 

reusable resources are released and non-reusable ones have finished their preparation. In workflow execution, even if 
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every activity runs at its minimum duration, Te1(p) may not represent the true earliest start time of p, since preceding 

activities might be delayed by resource conflict. The actual earliest start time of p, denoted 𝐸1(p), is given in Equation 

5, where W1(p, p) denotes the waiting time of p for resources. 

𝐸1(𝑝) = {
0                                                                                                       𝑝 = 𝑝𝑠

𝑚𝑎𝑥{ 𝐸1(𝑝′) + 𝛼(𝑝′) + 𝑊1( 𝑝, 𝑝′′ 
 )|𝑝′ ∈ ( 

• 𝑝 
• ), 𝑝 𝑝′′ = 𝑃𝑟1}   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (5) 

E1(pe) denotes the minimum completion time of the global workflow. As discussed in Section 6.2, different resolution 

strategies for resource conflicts may lead to varying execution durations. To ensure the workflow finishes as early as 

possible, the procedure for selecting the optimal resolution strategy is as follows: 

 Step 1: Detecting resource conflicts in a workflow using resource consistency approaches. 

 Step 2: Compute the earliest start times of all activities and obtain E1(pe), which reflects the minimal workflow 

completion time. As W1(p, p) for conflicting activities cannot be determined at this phase, the exact value of E1(pe) 

is unavailable. Hence, symbolic expressions are used to represent both W1(p, p) and E1(pe). For instance, if p1 and 

p2 conflict, wait12 denotes the waiting time of p1 for p2, and wait21 that of p2 for p1. 

 Step 3: Apply the three conflict resolution strategies to optimize the actual value of E1(pe) under each strategy. 

(3.1) KAPS: When p is a key activity and p is not, resources are assigned to p with priority, meaning p must wait. 

In this case, W1(p, p) = 0, and the corresponding expression of W1(p, p) is discussed as follows.  

If Pr1 is reusable resource, then: 

𝑊1(𝑝′′, 𝑝) = {
0                       𝑇𝑠𝑝1(𝑝) + 𝛼(𝑝) ≤ 𝑇𝑠𝑝1(𝑝′′)

𝑇𝑠𝑝1(𝑝) + 𝛼(𝑝) − 𝑇𝑠𝑝1(𝑝′′)}  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (6) 

If Pr1 is non-reusable resource, then: 

𝑊1(𝑝′′, 𝑝) = {
0                       𝑇𝑠𝑝1(𝑝) + 𝛼(𝑃𝑟1) ≤ 𝑇𝑠𝑝1(𝑝′′)

𝑇𝑠𝑝1(𝑝) + 𝛼(𝑃𝑟1) − 𝑇𝑠𝑝1(𝑝′′)}  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (7) 

where (p) shows the execution time of activity p and (Pr1) shows the preparation time of resource Pr1. 

(3.2) WSPS and SAPS: When p and p are of the same type (either key or non-key activities), their initial priorities 

are identical. To accelerate workflow completion, waiting times among activities should be minimized. Under this 

condition, two strategies are applied: SAPS and WSPS.  

The WSPS is described as follows:  

If W1(p, p)W1(p, p)=0, then W1(p, p)=0; otherwise, W1(p, p) = 0. 

(a) If W1(p, p) = 0, then W1(p, p) is calculated the same as that in (3.1). 

(b) If W1(p, p) = 0, then W1(p, p) is calculated the same as that in (a). 

The SAPS is described as follows: 

If Tstart(p)Tstart(p), then W1(p, p)=0; otherwise, W1(p, p) = 0. 

(a) If W1(p, p) = 0, then W1(p, p) is calculated the same as that in (3.1). 

(b) If W1(p, p) = 0, then W1(p, p) is calculated the same as that in (a). 

 Step 4: Choose the shortest execution time and the corresponding resource resolution strategies for different conflicts 

in the workflow. 

This approach not only eliminates resource conflict but also improves the overall time performance of the global 

workflow. Applying these strategies, the earliest time for each activity is computed. To illustrate the process in detail, 

the NWF-net in Figure 11 is used as an example.  

4.1: According to Section 6.2, activities A1 and A2 are identified as conflicting.  

4.2: Let wait12 denote the waiting time of A1 for A2, and wait21 denote the waiting time of A2 for A1. In this approach, 

the shortest completion time of the workflow is expressed as: E1(pe) = max{wait12+41, wait21+30, 42}. 

4.3: Since A1 and A2 are not key activities, both SAPS and WSPS are applied to minimize E1(pe). 

WSPS: wait12=5 and wait21=0. Thus, E1(pe)=max{wait12+41, wait21+30, 42}=46. 

SAPS: wait12=0 and wait21=8. Thus, E1(pe)=max{wait12+41, wait21+30, 42}=42. 



Emerging Science Journal | Vol. 9, No. 5 

Page | 2328 

4.4: To minimize the execution time, the SAPS is selected to resolve resource conflicts between A1 and A2. 

The minimized execution time in Section 7 coincides with the ideal value, demonstrating that the proposed conflict 

resolution strategies ensure effective optimal execution of the workflow. In certain special cases, the globally optimal 

execution can also be achieved. Similarly, if every activity is completed at its maximum duration, the earliest start time 

of activity p, denoted as E2(p), is expressed as:  

𝐸2(𝑝) = {
0                                                                                                       𝑝 = 𝑝𝑠

𝑚𝑎𝑥{ 𝐸2(𝑝′) + 𝛽(𝑝′) + 𝑊2( 𝑝, 𝑝′′ 
 )|𝑝′ ∈ ( 

• 𝑝 
• ), 𝑝 𝑝′′ = 𝑃𝑟1}   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (8) 

where W2(p, p) is the waiting time of activity p for resources occupied by p. When pp = Pr1, the computation of 

W2(p, p) follows the same approach as W1(p, p). E1(p) and E2(p) are the earliest time to start p if all activities before p 

are completed in (p) and (p). Based on the constructed NWF-net, E1 and E2 can be obtained from Equations 5 and 8 

along each directed path from ps to pe. 

7-2- Latest Time to Start Activity 

Let TE1=E1(pe) and TE2=E2(pe), where pe is the sink place of the workflow. E1(p) and E2(p) are the time to complete 

the workflow if each activity is completed in its minimum and maximum execution time. In the non-deterministic 

workflow, the latest time to start activity is to ensure its execution can be completed in time TE1 or TE2, where TE1=E1(pe) 

and TE2 = E2(pe). To ensure the global non-deterministic workflow to be completed in TE1, the latest time to start p, 

denoted as L1(p), is given in Equation 9. 

𝐿1(𝑝) = {
𝐸1(𝑝)                                                                                                     𝑝 = 𝑝𝑒

𝑚𝑖𝑛{ 𝐿1(𝑝′) − 𝛼(𝑝)|𝑝′ ∈ ( 
 𝑝 

 ) ˅( 
•

 
• 𝑝  𝑝′′ = 𝑃𝑟1˄𝑊1( 𝑝′, 𝑝 

 ) > 0}   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (9) 

To ensure the global non-deterministic workflow to be completed in TE2, the latest time to start p, denoted as L2(p), 

is given in Equation 10. 

𝐿2(𝑝) = {
𝐸2(𝑝)                                                                                                      𝑝 = 𝑝𝑒

𝑚𝑖𝑛{ 𝐿2(𝑝′) − 𝛽(𝑝)|𝑝′ ∈ ( 
 𝑝 

 ) ˅( 
•

 
• 𝑝  𝑝′′ = 𝑃𝑟1˄𝑊2( 𝑝′, 𝑝 

 ) > 0}   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (10) 

By calculating L1(p) and L2(p) based on Equations 9-10, the feasible latest start times of all activities can be 

determined. If an activity cannot be started at that time, it will influence the initialization of follow-up activities, and the 

whole workflow cannot be finished in time TE1 or TE2. Considering resource conflict resolutions, the optimized Te1(p), 

Te2(p), Tl1(p), and Tl2(p) for the NWF-net in Figure 11 are computed and shown in Table 5. The comparison with Table 

4 shows that the actual execution times align with the ideal values, confirming that the proposed strategies ensure both 

high temporal efficiency and effective resource utilization. 

Table 5. Te1(p), Te2(p), Tl1(p) and Tl2(p) of Figure 11 

Activity ps px12 pc34 px5 p1 p2 pr12 pr34 pr5 A1 A2 A47 A3568 pe 

W1(p, p′′) 0 0 0 0 0 0 0 0 0 0 8 0 0 0 

E1(p) 0 0 0 0 0 0 5 16 7 5 15 11 16 42 

W2(p, p′′) 0 0 0 0 0 0 0 0 0 0 9 0 0 0 

E2(p) 0 0 0 0 0 0 7 21 10 7 19 26 21 63 

L1(p) 0 1 0 12 6 19 6 16 19 6 19 22 16 42 

L2(p) 0 2 0 14 9 24 9 21 24      

8- Conclusion  

This paper investigates the modeling, performance evaluation, and optimization of non-deterministic workflows 

within Internet of Things (IoT) environments, emphasizing both methodological rigor and practical applicability. By 

abstracting workflow activities and resources into distinct representations, the study enables the computation of earliest 

and latest start times under uncertainty and the identification of critical activities that directly shape global workflow 

duration. This temporal analysis provides a systematic foundation for anticipating performance bottlenecks even in the 

absence of strict resource constraints. Building on this foundation, the study further addresses the practical challenge of 

resource conflicts inherent to real-world workflow execution. Three resolution strategies were designed, each balancing 

trade-offs between scheduling flexibility and execution efficiency. Comparative analysis revealed that selecting the most 

appropriate resolution strategy for each conflict scenario significantly enhances both time performance and resource 

utilization. Such adaptive optimization moves beyond static scheduling models and aligns more closely with the 

dynamic, heterogeneous nature of IoT systems. 

The results carry important implications for theory and practice. From a methodological perspective, the framework 

advances workflow modeling by explicitly incorporating non-deterministic execution and preparation times, a dimension 
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often neglected in existing studies. From a managerial standpoint, the findings provide actionable guidance for achieving 

operational agility in complex IoT-driven business processes, where uncertainty and resource scarcity are the norm rather 

than exceptions. Ultimately, this work underscores the necessity of integrating uncertainty-aware scheduling 

mechanisms into workflow design, offering both resilience and efficiency. Future research may extend these insights by 

exploring hybrid optimization methods or adaptive learning-based approaches to further enhance decision-making in 

dynamic workflow environments. 
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