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Abstract 

This study investigated the performance of simultaneous confidence intervals (SCIs) to differentiate 

the means of multiple normal population distributions with known coefficients of variation (CVs). 
The researchers aim to find the means of several normal distributions with known coefficients of 

variation, 𝑆𝐶𝐼𝑀𝑂𝑉𝐸𝑅, 𝑆𝐶𝐼𝑠, and 𝑆𝐶𝐼𝑘, which are extended to k populations. The authors constructed 
SCIs for the difference between multiple normal means with known coefficients of variation. There 

are three approaches: the method of variance estimates recovery approach (MOVER), and two 

central limit theorem approaches (CLT). A Monte Carlo simulation was used to evaluate the 
performance of the coverage probabilities and expected lengths of the methods. The simulation 

results indicate that the MOVER approach is more desirable than the CLT approaches in terms of 

the coverage probability. The performance of the proposed approaches is also compared using an 
example with real data. Moreover, the coverage probability results for SCIMOVER were over the 

nominal level of 0.95, indicating that it is more stable than 𝑆𝐶𝐼𝑠 and 𝑆𝐶𝐼𝑘 and was thus more 
appropriate for use in this scenario. Finally, the researchers suggest using the MOVER approach for 

constructing the SCIs to determine the variation to achieve the best solution in related fields in the 
near future. 
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1- Introduction 

This paper is based on the inspiration of the contents about the impact of confidence intervals for normal population 

means, which have been studied in many fields, especially in the health care industry. Many previous scholars have 

estimated the mean with a known value of the coefficient of variation (CV). In addition, previous studies have 

demonstrated methods for calculating the efficient normal mean with a known CV [1, 2]. According to previous 

researchers, the mean estimator with a known CV for two new confidence intervals and for the difference of normal 

means on a maximum likelihood estimator and the t-test statistic is proposed [3, 4]. Moreover, other researchers have 

studied the estimation of the mean of a normal distribution with a known coefficient of variation in many practical areas 

[5-8]. 

In past studies, the confidence intervals have been obtained from practical experiments, and the problems have been 

solved with this technique and discussed multiple times. Therefore, simultaneous confidence intervals (SCIs) have been 

proposed to compare two or more groups in drug trials in the pharmaceutical industry. Furthermore, SCIs procedures 

have been suggested in a number of various areas. The SCIs were presented for exponential distributions [9, 10] while 

SCIs for the ratio of normal means were suggested to use [11, 12]. Many researchers have proposed SCIs for lognormal 

distributions [13-16]. 
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Due to the papers in the related fields, SCIs use for estimating the difference of means of normal distributions with 

unknown CV [17, 18]. In several realistic situations, it has been found that the performance of SCIs procedures can be 

seriously degraded in comparison with using the nominal rate. Nevertheless, many SCIs procedures have been proposed 

[19-22] and it is a good method to use with data from several different settings and in the comparison of multiple 

parameters. The purpose of this study is to estimate SCIs for the means of several normally distributed populations with 

known coefficients of variation using the method of variance estimates recovery (MOVER) and two central limit 

theorem (CLT) approaches. Confidence intervals for estimating the mean using the MOVER approach were first 

introduced to improve the effective approach [23]. And, since then several researchers have constructed and used them 

[24-32]. As mentioned above, the developing approaches will be prepared for the circumstances with the appropriate 

tools and processes. In this study, the MOVER approach is applied to construct new SCIs for the means of populations 

that are normally distributed with known coefficients of variation. 

2- Theoretical Approach 

Figure 1 shows the flowchart of the research methodology through which the objectives of this study were achieved. 

 

 
 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 
Figure 1. Flowchart of the research methodology  

2-1- Notations and Motivations 

The independent random sample, 𝑋 = (𝑋1, 𝑋2, … , 𝑋𝑛) is a normally distributed population (𝜇, 𝜎2: mean and 

variance). Let 𝜏 = 𝜎/𝜇 be the coefficient of variation  .(VC) The SCIs 100(1 − 𝛼)% for 𝜇 with a known CV are to be 

constructed. The estimator 𝑋̅∗ = (𝑛 + 𝜏2)−1 ∑ 𝑋𝑖
𝑛
𝑖=1  was proposed and the following MMSE estimator (minimum mean-

squared error) for normal mean [1]: 

Defining Simulation Studies 
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In this study, we consider the SCIs for 𝜇̂𝑗𝑙 = 𝜇̂𝑗 − 𝜇̂𝑙 ,   𝑗, 𝑙 = 1, 2, … , 𝑘, 𝑗 ≠ 𝑙. The estimation of the SCIs are 

approximated the normal mean with known CVs ; 𝜇̂𝑗𝑙 , 𝑗, 𝑙 = 1, 2, … , 𝑘, 𝑗 ≠ 𝑙 can be written as; 
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where
 
𝜇𝑗  and 𝜇𝑙 are the mean with a known coefficient of variation based on the j-th and l-th samples, respectively. 

2-2- Simultaneous Confidence Intervals of Method of Variance Estimates Recovery Approach (MOVER Approach) 

The estimators of the normal mean with a known coefficient of variation are:  

 2 2
ˆ

j j

j j

j

j

n X

n


 



  and 

 2 2
ˆ l l

l

l l l

n X

n


 



   (4) 

 The estimators of the normal mean with a known CVs : mean  and variance defined as: 
2

~ ( , )
j

j j

j

X N
n


   and  

2

~ ( , )l
l l

l

X N
n


  

According to Student’s t -statistic with 1n   degrees of freedom can be used to defined 

the distribution of the random variable T [35],  such that; 

   
 2 2

,
1

X n Z
T

V nS

 




 


                               (5) 

 

 
 

 2 2

1

2

,
1

1 1

n

X

VarZ X
T

SVarn S

n n



  









  
    

 

 

 where  
  2

2

12

1
.n

n S






   

Therefore, the 100(1 − 𝛼)% two-sided confidence interval for the mean of normal distribution with known 

coefficient of variation 𝜇̂𝑗, for 𝑗 = 1, 2, … , 𝑘 is obtained as: 
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The MOVER is proposed to construct a 100(1 − 𝛼)% two-sided confidence interval (𝐿12, 𝑈12) for 𝜇1 − 𝜇2, where 𝜇1 

and 𝜇2 denote the two parameters of interest and 𝐿 and 𝑈 denote the lower limit and upper limit of the confidence interval, 

respectively [24]. (𝑙𝑖 , 𝑢𝑖) contains the parameter values for 𝜇𝑖, for 𝑖 = 1, 2. The lower limit 𝐿12 and upper limit 𝑈12 
are 

respectively defined as; 
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where 𝜇𝑗 , 𝜇𝑙, and 𝜇𝑗𝑙 are defined in Equation 3; 𝑙𝑗 and 𝑙𝑙 are defined in Equations 6 and 8, respectively; and ju
 
and lu  
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Theorem 1: Let 𝑋𝑗𝑖 = 𝑁(𝜇𝑗 , 𝜎𝑗
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2-3-   Central Limit Theorem Approach (CLT Approach) 

The estimator for the difference between the confidence intervals for two normal population means with known 

coefficients of variation was constructed [4]. The estimator 𝑋̅∗ = (𝑛 + 𝜏2) ∑ 𝑋𝑖
𝑛
𝑖=1  based on the MMSE for a normal 

mean with a variance of 
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the standard normal distribution. 

The maximum likelihood estimator of 𝜇 and 𝜏 = 𝜎/𝜇 for a known coefficient of variation was derived [7]. The 
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be the respective lower and upper limits of the confidence interval for the difference between normal  means with 

known coefficients of variation, where , 1,2,..., , ,j l k j l  by applying the CLT, then 

 ˆ , 1 .jl jl jlP L U j l        (21) 

The proof of this theorem is similar to the one in the study [17]: 

       2

/2
ˆ ˆ ˆ ˆ ˆ ,jl jl jl jl jl j lP L U P z Var Var j l            , and so 

     ˆ ˆ ˆ ˆ , 1 ,jl jl j lP d Var Var j l            where 

 
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ˆ
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n S
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 

2

2
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ˆ .l

l

l

m S
Var

m






 

Theorem 3: Let 𝑋𝑗𝑖
∗ = 𝑁(𝜇𝑗 , 𝜎𝑗

2) be a normal distribution, for 𝑗 = 1, 2, … , 𝑘 and 𝑖 = 1, 2, … , 𝑛 and 

 
   

2 2

* *

2 21 2 1 2
j l

j l

jl

j l

S S
L X X d

n m 
   

 
 and  

   

2 2

* *

2 21 2 1 2
j l

j l

jl

j l

S S
U X X d

n m 
   

 
be the lower and upper limits 

of the CI for difference between normal means with known CVs, for 𝑗, 𝑙 = 1, 2, … , 𝑘, 𝑗 ≠ 𝑙, [7]. 

The proof is similar to this one [27]: 
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 ˆ , 1 .jl jl jlP L U j l        Therefore, (22) 

       2

/2
ˆ ˆ ˆ ˆ ˆ ,jl jl jl jl jl j lP L U P z Var Var j l             and so: 

     ˆ ˆ ˆ ˆ , 1 ,jl jl j lP d Var Var j l            where; 
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 
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2
ˆ .
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Var
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

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3- Simulation Studies and Results 

We conducted simulation studies to compare the 
MOVERSCI  and ,S kSCI SCI  from the MOVER approach and the two 

CLT approaches .Their performances were evaluated through their attained coverage probabilities (CP) and expected 

lengths (EL). 

3-1- Computing Algorithm: 

1. Generate 𝑋𝑗 and random sample 𝑛𝑗 from a normal population with parameters 𝜇𝑗 and 𝜎𝑗
2, for 𝑗 = 1, 2, … , 𝑘 and 

then calculate 𝑥̅𝑗 and 𝑠𝑗 the observed values of 𝑋̅𝑗 and 𝑆𝑗. 

2. Generate the SCIs from the MOVER approach 
   ,jl MOVER

SCI 𝜇̂𝑗𝑙 = 𝜇̂𝑗 − 𝜇̂𝑙 ,
 
for 𝑗, 𝑙 = 1, 2, … , 𝑘, 𝑗 ≠ 𝑙; 

3. Generate the SCIs from the two CLT approaches 
    , ,

jl S jl K
SCI SCI 𝜇̂𝑗𝑙 = 𝜇̂𝑗 − 𝜇̂𝑙, for 𝑗, 𝑙 = 1, 2, … , 𝑘, 𝑗 ≠ 𝑙; 

4. Replicate steps 1–4 for M=5000, and 𝜇̂𝑗𝑙 = 𝜇̂𝑗 − 𝜇̂𝑙 for 𝑗, 𝑙 = 1, 2, … , 𝑘, 𝑗 ≠ 𝑙,
 
to provide an estimate of the 

coverage probabilities. 

  

Figure 1. The CP and the EL of the 95%two-sided SCIs for the means of normal distributions with known CVs: 

 (𝝉𝟏, 𝝉𝟐, 𝝉𝟑)= (0.1,0.1,0.1), 3 sample cases (𝒏𝟏, 𝒏𝟐, 𝒏𝟑) 

A simulation study was conducted to calculate the coverage probabilities (CP) and expected lengths (EL) of the SCIs 

for MOVER and the two CLT approaches (SCIS, SCIk) with sample cases 𝑘 = 3 and 𝑘 = 5, population means 𝜇1 = 𝜇2 =

⋯ = 𝜇𝑘 = 1, population standard deviations 𝜎1, 𝜎2, … , 𝜎𝑘,
 
and sample sizes 𝑛1, 𝑛2, … , 𝑛𝑘. The results of the CP and EL 

for each set of parameters using M  = 5,000 (5000 random samples) simulation runs and the coefficient of the CI set at 

1 − 𝛼 = 0.95 are reported in Tables 1-2  and illustrated in Figures 2-5. 
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Figure 2. The CP and the EL of the 95% two-sided SCIs for the means of normal distributions with known CVs: 

 (𝝉𝟏, 𝝉𝟐, 𝝉𝟑)= (0.1,0.2,0.3), 3 sample cases (𝒏𝟏, 𝒏𝟐, 𝒏𝟑) 

  

Figure 3. The CP and the EL of the 95% two-sided SCIs for the means of normal distributions with known CVs: 

(𝝉𝟏, 𝝉𝟐, 𝝉𝟑, 𝝉𝟒, 𝝉𝟓)= (0.1,0.1,0.1,0.1,0.1), 5 sample cases (𝒏𝟏, 𝒏𝟐, 𝒏𝟑, 𝒏𝟒, 𝒏𝟓) 

  

Figure 4. The CP and the EL of the 95% two-sided SCIs for the means of normal distributions with known CVs: 

(𝝉𝟏, 𝝉𝟐, 𝝉𝟑, 𝝉𝟒, 𝝉𝟓)= (0.1,0.1,0.2,0.3,0.3), 5 sample cases (𝒏𝟏, 𝒏𝟐, 𝒏𝟑, 𝒏𝟒, 𝒏𝟓) 
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Table 1. The CP and the EL of the 95% two-sided SCIs for the means of normal distributions with known CVs: 3 sample cases 

(𝒏𝟏, 𝒏𝟐, 𝒏𝟑) (𝝉𝟏, 𝝉𝟐, 𝝉𝟑) SCIMOVER  SCIS SCIk 

(10,10,10) 

(0.1,0.1,0.1) 
0.9655 

(0.1991) 

0.9365 

(0.1724) 

0.9349 

(0.1706) 

(0.1,0.2,0.3) 
0.9595 

(0.4208) 

0.9281 

(0.3631) 

0.9147 

(0.3414) 

(30,30,30) 

(0.1,0.1,0.1) 
0.9538 

(0.1051) 

0.9449 

(0.1007) 

0.9422 

(0.0997) 

(0.1,0.2,0.3) 
0.9553 

(0.2223) 

0.9451 

(0.2129) 

0.9303 

(0.2002) 

(50,50,50) 

(0.1,0.1,0.1) 
0.9541 

(0.0802) 

0.9473 

(0.0782) 

0.9441 

(0.0774) 

(0.1,0.2,0.3) 
0.9542 

(0.1699) 

0.9487 

(0.1657) 

0.9353 

(0.1558) 

(10,30,50) 

(0.1,0.1,0.1) 
0.9560 

(0.1347) 

0.9363 

(0.1217) 

0.9347 

(0.1205) 

(0.1,0.2,0.3) 
0.9607 

(0.2178) 

0.9467 

(0.2045) 

0.9344 

(0.1946) 

(100,100,100) 

(0.1,0.1,0.1) 
0.9505 

(0.0560) 

0.9477 

(0.0554) 

0.9453 

(0.0548) 

(0.1,0.2,0.3) 
0.9493 

(0.1188) 

0.9461 

(0.1173) 

0.9307 

(0.1103) 

(200,200,200) 

(0.1,0.1,0.1) 
0.9511 

(0.0394) 

0.9493 

(0.0392) 

0.9468 

(0.0388) 

(0.1,0.2,0.3) 
0.9535 

(0.0836) 

0.9520 

(0.0831) 

0.9384 

(0.0781) 

(100,100,200) 

(0.1,0.1,0.1) 
0.9499 

(0.0510) 

0.9469 

(0.0504) 

0.9440 

(0.0499) 

(0.1,0.2,0.3) 
0.9522 

(0.0988) 

0.9495 

(0.0978) 

0.9357 

(0.0926) 

(500,500,500) (0.1,0.1,0.1) 
0.9475 

(0.0248) 

0.9467 

(0.0248) 

0.9445 

(0.0245) 

 (0.1,0.2,0.3) 
0.9529 

(0.0527) 

0.9523 

(0.0526) 

0.9377 

(0.0494) 

(1000,1000,1000) 

(0.1,0.1,0.1) 
0.9484 

(0.0160) 

0.9479 

(0.0160) 

0.9454 

(0.0158) 

(0.1,0.2,0.3) 
0.9488 

(0.0310) 

0.9485 

(0.0310) 

0.9360 

(0.0293) 

The results from Table 1 for 𝑘 = 3 indicate that the SCIs for MOVER
 
(SCIMOVER) performed satisfactorily in terms of 

the CP and the expected lengths. The highest CP for
 
SCIMOVER was over the nominal level of 0.95, while that of SCIs was 

closer to the nominal level of 0.95 than SCIk. The highest CP for SCIMOVER was slightly closer to the nominal level of 0.95 

than the others for moderate and large sample sizes (𝑛 ≥ 100). In almost all cases, the CP for SCIMOVER were better than 

SCIs and SCIk. However, the expected lengths of SCIs and SCIk. were slightly shorter than those of SCIMOVER for small 

and moderate sample sizes (𝑛 ≥ 200). The SCIs for SCIs and SCIk are different from each other in that SCIk was less stable 

than SCIs and SCIMOVER The performance of SCIs was better than SCIk even though the expected lengths of the latter were 

shorter. 

For k=5, the results in Table 2 for SCIMOVER were similar to those in Table 1 (k=3).The highest coverage probability 

for SCIMOVER was slightly over the nominal level of 0.95. The CP of SCIMOVER indicate better performance than SCIs and 

SCIk. The CP for SCIk show that it was less stable than SCIs and SCIMOVER, and the CP of SCIs were higher than those of 

SCIk. The expected lengths of SCIk and SCIs 
were slightly shorter than those of SCIMOVER, with those of SCIk being the 

shortest. Therefore, the MOVER approach can be considered as a better alternative to SCIs and SCIk for constructing the 

SCIs for the difference between the means of multiple normal distributions with known CVs. 
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Table 2. The CP and the EL of the 95% two-sided SCIs for the means of normal distributions with known CVs: 5 sample cases 

(𝒏𝟏, 𝒏𝟐, 𝒏𝟑, 𝒏𝟒, 𝒏𝟓) (𝝉𝟏, 𝝉𝟐, 𝝉𝟑, 𝝉𝟒, 𝝉𝟓) SCIMOVER SCIS SCIk 

(10,10,10,10,10) 

(0.1,0.1,0.1,0.1,0.1) 
0.9647 

(0.1996) 

0.9351 

(0.1728) 

0.9333 

(0.1710) 

(0.1,0.1,0.2,0.3,0.3) 
0.9589 

(0.4197) 

0.9259 

(0.3620) 

0.9148 

(0.3394) 

(30,30,30,30,30) 

(0.1,0.1,0.1,0.1,0.1) 
0.9548 

(0.1052) 

0.9467 

(0.1008) 

0.9439 

(0.0998) 

(0.1,0.1,0.2,0.3,0.3) 
0.9533 

(0.2223) 

0.9440 

(0.2129) 

0.9296 

(0.1995) 

(50,50,50,50,50) 

(0.1,0.1,0.1,0.1,0.1) 
0.9520 

(0.0802) 

0.9463 

(0.0782) 

0.9445 

(0.0774) 

(0.1,0.1,0.2,0.3,0.3) 
0.9485 

(0.1696) 

0.9422 

(0.1654) 

0.9286 

(0.1550) 

(10,10,30,50,50) 

(0.1,0.1,0.1,0.1,0.1) 
0.9554 

(0.1387) 

0.9349 

(0.1246) 

0.9337 

(0.1233) 

(0.1,0.1,0.2,0.3,0.3) 
0.9581 

(0.2187) 

0.9448 

(0.2044) 

0.9319 

(0.1942) 

(100,100,100,100,100) 

(0.1,0.1,0.1,0.1,0.1) 
0.9514 

(0.0561) 

0.9483 

(0.0554) 

0.9462 

(0.0548) 

(0.1,0.1,0.2,0.3,0.3) 
0.9529 

(0.1187) 

0.9505 

(0.1173) 

0.9356 

(0.1099) 

(200,200,200,200,200) 

(0.1,0.1,0.1,0.1,0.1) 
0.9500 

(0.0394) 

0.9488 

(0.0392) 

0.9462 

(0.0388) 

(0.1,0.1,0.2,0.3,0.3) 
0.9543 

(0.0835) 

0.9524 

(0.0830) 

0.9394 

(0.0778) 

(100,100,100,200,200) 

(0.1,0.1,0.1,0.1,0.1) 
0.9481 

(0.0498) 

0.9459 

(0.0493) 

0.9434 

(0.0488) 

(0.1,0.1,0.2,0.3,0.3) 
0.9503 

(0.0951) 

0.9477 

(0.0943) 

0.9342 

(0.0890) 

(500,500,500,500,500) 

(0.1,0.1,0.1,0.1,0.1) 
0.9502 

(0.0248) 

0.9499 

(0.0248) 

0.9473 

(0.0245) 

(0.1,0.1,0.2,0.3,0.3) 
0.9481 

(0.0527) 

0.9474 

(0.0526) 

0.9331 

(0.0492) 

(1000,1000,1000,1000,1000) 

(0.1,0.1,0.1,0.1,0.1) 
0.9507 

(0.0175) 

0.9507 

(0.0175) 

0.9485 

(0.0174) 

(0.1,0.1,0.2,0.3,0.3) 
0.9502 

(0.0372) 

0.9500 

(0.0372) 

0.9349 

(0.0348) 

4- Case Study 

In this section, we use an example with real data to illustrate the confidence intervals using MOVER and two CLT 
approaches .For the data in Table 3, three diets were randomly assigned to groups of pregnant rats to study their effects on 

dietary residual zinc in the bloodstream (the amount of zinc in parts per million), and we determined the 95 %  SCIs for 

the means of normal distributions with known coefficients of variation [35] .The summary statistics are as follows: 

1 0.4960,x   2 0.5420,x  3 0.8280,x  2

1 0.0083,s  2

2 0.0244,s  2

3 0.0193,s  1 2 3, , 5.n n n 
 

The comparison of MOVERSCI
 

and ,S KSCI SCI  is reported in Table 4.  For the 15 observations of the pregnant rats ( ,jl j l    , 1,2,..., ,j l k j l  ), 

wthe results show that the MOVER approach performed much better than the two CLT approaches, while the expected 

lengths of SCIMOVER were not much different from SCIS and SCIk. Moreover, the results for 5in   and the different 

values of , 1,2,...,i i k   are similar to those from the simulation study. 
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Table 3. The 15 observations of pregnant rats used to study the effect of three diets on dietary residual zinc in  

the bloodstream 

Diet 

1 2 3 

0.50 0.42 1.06 

0.42 0.40 0.82 

0.65 0.73 0.72 

0.47 0.47 0.72 

0.44 0.69 0.82 

The amount of zinc is in ppm (parts per million)
 

Table 4. The 95% SCIs for the difference between means of normal distributions with known CVs  

 

 

 

 

5- Conclusion 

This study was carried out for the multiple contrasts of means of several normal distributions with known CVs: 

𝑆𝐶𝐼𝑀𝑂𝑉𝐸𝑅 and 𝑆𝐶𝐼𝑠, 𝑆𝐶𝐼𝑘 were extended to k populations, and these approaches were used to construct SCIs to 

differentiate multiple normal means with known coefficients of variation. The performance of these approaches was 

investigated using Monte Carlo simulation. The coverage probability results for 𝑆𝐶𝐼𝑀𝑂𝑉𝐸𝑅  were over the nominal level 

of 0.95 and indicate that it is more stable than 𝑆𝐶𝐼𝑠, 𝑆𝐶𝐼𝑘  and was thus more appropriate for use in this scenario. In the 

academic and application spheres, continuous effort is made to develop SCIs by applying the tools of multiple contrasts 

of means of normal distribution with CV. The objective of this article is to process comprehensive research of SCIs as 

a tool that may improve the effectiveness of confidence intervals by using the method of variance estimates recovery 

(MOVER) and two central limit theorem (CLT) approaches. The MOVER and CLT methodologies were used to conduct 

quantitative and qualitative research in this study. There is the potential for positive effects on a variety of societies and 

fields. Confidence intervals for estimating the mean using the MOVER approach were first introduced to improve the 

effective approach, and since then, several researchers have constructed and used them. As mentioned above, the 

developing approaches are set to prepare for the circumstances with appropriate tools and processes. In this study, the 

MOVER approach is applied to construct new SCIs for the means of k populations that are normally distributed with 

known coefficients of variation. The benefits of the study can be determined on both practical and theoretical levels. 

From the practical point of view, the MOVER approach can specifically be used to create strategic documents in 

humanities, health, agriculture, education, and sciences. To sum up, review and practices can be applied in various 

industries and should be taken into consideration in future research. 
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