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Abstract
Producing accurate Land-Use and Land-Cover (LU/LC) maps using low-spatial-resolution images is a difficult task. Pan-sharpening is crucial for estimating LU/LC patterns. This study aimed to identify the most precise procedure for estimating LU/LC by adopting two fusion approaches, namely Color Normalized Brovey (BM) and Gram-Schmidt Spectral Sharpening (GS), on high-spatial-resolution Multi-sensor and Multi-spectral images, such as (1) the Unmanned Aerial Vehicle (UAV) system, (2) the WorldView-2 satellite system, and (3) low-spatial-resolution images like the Sentinel-2 satellite, to generate six levels of fused images with the three original multi-spectral images. The Maximum Likelihood method (ML) was used for classifying all nine images. A confusion matrix was used to evaluate the accuracy of each single classified image. The obtained results were statistically compared to determine the most reliable, accurate, and appropriate LU/LC map and procedure. It was found that applying GS to the fused image, which integrated WorldView-2 and Sentinel-2 satellite images and was classified by the ML method, produced the most accurate results. This procedure has an overall accuracy of 88.47% and a kappa coefficient of 0.85. Furthermore, the accuracy assessment of the fused images by the Brovey method and the rest of the GS method and classified by the ML method ranges between 85.75% to 76.68%. This proposed procedure shows a lot of promise in the academic sphere for mapping LU/LC. Previous researchers have mostly used satellite images or datasets with similar spatial and spectral resolution, at least for tropical areas like the study area of this research, to detect land surface patterns. However, no one has previously investigated and examined the use and application of different datasets that have different spectral and spatial resolutions and their accuracy for mapping LU/LC. This study has successfully adopted different datasets provided by different sensors with varying spectral and spatial levels to investigate this.
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1- Introduction

Obtaining an accurate Land-Use and Land-Cover (LU/LC) thematic map through image classification is crucial in many remote sensing applications, such as detecting climate changes, monitoring and managing the environment, and tracking hazards and urbanization expansion [1–5]. The selection of a reliable classifier approach is essential to achieving an accurate estimation of the LU/LC thematic map [6, 7]. There are various approaches and methodologies available for predicting the LU/LC maps, including pixel-based classifiers and object-based methods such as Decision Trees (DT), Artificial Neural Network (ANN), Support Vector Machine (SVM), and Spectral Angle Mapper (SAM) algorithms, as
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Reference to [8–10]. Additionally, various improved approaches have been adopted to enhance the LU/LC estimation, such as imagery spectral pan-sharpening algorithms [11, 12]. To perform any image classification, several stages need to be completed, including (1) selection of training sites based on visual image interpretation techniques; (2) selection of testing samples based on fieldwork or other techniques; (3) preprocessing steps such as geometric, atmospheric, and radiometric corrections; (4) object extraction; (5) selection of a classifier approach; (6) post-classification; and (7) result validation [7, 13, 14].

Remote sensing is a broad strategy for extracting knowledge about the Earth’s structure and composition by gathering and analyzing objects from considerable distances [15]. Researchers and analysts propose different techniques and methods to estimate an accurate map of LU/LC. For example, using spectral indexes is one of the methods that have been widely adopted in imagery classification of both low, medium, and high spectral and spatial resolutions of remotely sensed datasets, such as Vegetation Indexes [16, 17], Water Index [18–20], normalized-difference building index [16], ecological-index [17], normalized-difference vegetation index [17, 21], and derivative indices, e.g., the re-normalized-difference vegetation index [17, 22], a growing-season-normalized-difference-vegetation-index [23, 24]. Short periods of each low, medium, and high spectral and spatial-resolution imagery have several advantages, and several analysts have adopted Spectral-Indices to a Time-Series-Image [18, 25, 26]. Indices are commonly used to reflect LU/LC information throughout a simple band calculation [14].

Image fusion is one solution to overcome the low spatial resolution of remote sensing datasets dilemma. Indeed, satellite systems such as IKONOS, QuickBird, and Worldview sensors can supply images with only panchromatic imagery that has a high spatial resolution, but they also provide images that have a low multi-spectral resolution [27]. The Pan-sharpening method is one of the special cases of image fusion. It is capable of providing images with high resolutions (spatial and spectral). Moreover, pan-sharpening methods provide fused images with a spectral response that is the same as that of the Multi-Spectral images and with the same panchromatic resolution. The pan-sharpened images have great potential for different kinds of applications such as LU/LC cover, land classification, LU/LC change detection, and environment management [28, 29].

In general, pan-sharpening algorithms can be categorized into three types: (1) Component Substitution Algorithms (SA), (2) Multi-Resolution Analysis approaches (MRA), and (3) Model-Based methods. Additionally, there are several other sub-categories of pan-sharpening techniques as reported by Li et al. [30]. Specifically, SA approaches such as intensity-hue-saturation (IHS) [31], the GS algorithm referenced by Laben and Brower [32], and Principle Component Analysis [33] work by separating components into color space using spectral transform techniques like IHS or GS. Then, a panchromatic image is used to substitute the component with sufficient spatial details to improve spatial resolution. In the end, the pan-sharpened multi-spectral images are obtained by inverting the spectral transform. On the other hand, MRA techniques usually use digital filters to cover wavelet-transform [34], contourlet-transform [35], curvelet-transform [36], Laplacian-pyramids [7], and ripplet-transform [15] for obtaining a multi-scale representation of the spectral imagery. MRA works by first applying MRA transforms to decompose the panchromatic imagery into multi-scale components. Then, an equivalent spatial information has high-frequency components injected into an upsampled spectral imagery. The MRA and SA details are reported by Aiazzi et al. [37].

Furthermore, integration is often made between MRA transforms and edge-preserving filters [38]. The third class, known as model-based methods, includes compressed sensing-based methods (CSBMs) [15, 39] and sparse matrix factorization technique-based approaches (SMFTBAs) [40]. The compressed-sensing-based algorithm conducts spectral sharpening by reconstructing highly resolved spectral imagery using extracted imagery patches from the sources of panchromatic and multi-spectral imagery. The SA methods can enhance the spatial resolution of spectral imagery while having high efficiency and convenience for conducting such tasks, such as the IHS method [41]. When comparing SA and MRA methods, the former achieves superior spectral fidelity (SSF), although spatial resolution improvement will be limited. In previous works, most researchers applied satellite images or datasets with the same spatial and spectral resolution, at least in a tropical area like the study area of this research, to detect land surface patterns. However, no one has investigated and examined the use and application of different datasets with varying spectral and spatial resolutions and checked the accuracy of the obtained results, whether high or low. In this study, different datasets provided by different sensors with varying spectral and spatial levels were adopted. In previous works, most researchers applied satellite images or datasets with the same spatial and spectral resolution to at least a tropical area, such as the study area of this research, to detect land surface patterns [17–21]. No one investigates and examines using and applying different datasets with different spectral and spatial resolutions to do so and checks the accuracy of the obtained results if it is high either low. In this study, it is adopted different datasets provided by different sensors have different in their images in spectral and spatial levels.

Many pan-sharpening algorithms and techniques can be applied to different remote sensing images. However, there are some questions that need to be answered: (1) Will incorporating high spatial resolution images into image classification analysis improve the accuracy of the obtained thematic map for estimating the LU/LC map? (2) Which datasets are the best among the UAV, WorldView-2, and Sentinel-2 images for estimating the LU/LC? (3) What is the best pan-sharpening algorithm to improve and enhance the obtained LU/LC? To find out the answers to all these
questions, the current study investigates pan-sharpening methods on the three multispectral images and the fused images of the UAV, WorldView-2, and Sentinel-2 images. The results will be examined using the ML method of a pixel-based classification approach to propose the estimation of LU/LC. The research outcomes will make important contributions to academia and improve and enhance the present study for use with different datasets, applications, sources, and sites.

2- Methods and Data Analysis

In this research, a variety of multi-sensor and multi-spectral images were utilized. Before processing and analysis, the images were corrected for radiometric and geometric noise and underwent image registration and resampling. The study area was then extracted from the images to streamline dataset processing. Two methods of image fusion were used to produce six levels of fused images from the aerial and satellite images. An image classification algorithm was then applied to the nine images to estimate the land use/land cover types for the study area. The accuracy of the results was evaluated using a confusion matrix method to determine the most precise procedure for mapping the land use/land cover map for the small-scale area. The methodology is illustrated in Figure 1.

![Figure 1. The flowchart of the methodology](image-url)
2-1- The Study Area Site Description

The study area selected for this research includes the small-scale area of the Faculty of Engineering, University of Putra Malaysia (UPM), and the neighboring district. This area is located in Serdang, Selangor State, Malaysia. UPM is well-known as a Malaysian research university that was established with the Faculty of Agricultural Sciences, and since 1997, it has expanded to open many scientific research centers, educational institutions, and faculties. The study area is located between the coordinates of 03° 00'39.21"N - 03° 00'16.01"N and 101°42'53.57"E - 101°43'30.89"E, as shown in Figure 2, which illustrates the location of the Faculty of Engineering. Like other cities in peninsular Malaysia, the study area has a tropical rainforest climate with consistent temperatures ranging from 23.2°C to 31.9°C throughout the year, heavy rains during November, and a humid atmosphere [9]. Figure 3 shows the climate datasets for temperature and precipitation in the study area.

2-2- The Satellite and Aerial Images

Satellite and aerial images were utilized for this study, which were obtained from different remote sensing sensors such as WorldView-2, Sentinel-2 satellite systems, and the UAV sensor. All details, capture dates, and information about the applied datasets in this research are indicated as follows. The first image used in the study was obtained from the UAV sensor. The UAV image covered the Faculty of Engineering at UPM University and the nearest district, and it was acquired on February 3, 2017 (Figure 4). The captured image was obtained using a Multi-rotor UAV flying at an altitude of about 328m above the ground surface using a Canon Power Shot (SX230 HS), which is capable of capturing an image with 12.1 Mega-pixels. The image was characterized by three bands (RGB) with a ground resolution of approximately 9.95 cm/pixel and a pixel resolution of 4000 x 3000. The image has a ground coverage area of about 1.50 km², with around 60% as a forward overlap. The captured UAV imagery for this study is shown in Figure 4.
The second set of data used in this study was obtained from the WorldView-2 Satellite system, with a spatial resolution of 0.50m. The WorldView-2 satellite was launched into space in 2009 by the Digital Globe Company. It orbits at an inclination of about 97.2° with an altitude of 770km, completing one cycle every 100 minutes. The swath width of this sensor at its nadir is 16.4 km. The WorldView-2 has two push-broom sensors that provide images with Panchromatic and Multi-Spectral bands [42]. The former has a spatial resolution of about 0.50m, but it is resampled to 0.50m for commercial use. Its spectral interval ranges between 0.450μm and 0.800μm. The Multi-Spectral image has a spatial resolution of about 1.85m, which is resampled to 2m for commercial use. The WorldView-2 sensor acquires 8 bands: Coastal (0.400μm–0.450μm), Blue (0.450μm–0.510μm), Green (0.510μm–0.580μm), Yellow (0.585μm–0.625μm), Red (0.630μm–0.690μm), Red-Edge (0.705μm–0.745μm), Near-IR1 (0.770μm–0.895μm), and Near-IR2 (0.860μm–1.04μm) [42]. In this study, the WorldView-2 image captured the Faculty of Engineering at UPM University and the surrounding district in Serdang, Selangor, Malaysia. The dataset was acquired on February 3, 2019, and is georeferenced in the UTM with WGS-84 as a datum (Figure 5).

The third set of data used in this research was obtained from the Sentinel-2 satellite image. Sentinel-2 is a European wide-swath, high-spatial-resolution satellite with a multi-spectral band. Its full mission has specifications for twin...
satellite systems flying together in the same orbit. It is designed to complete one cycle around the Earth in about 5 days at the equator. Sentinel-2 has an optical instrument with 13 bands: four bands with a spatial resolution of 10 m, six bands with (20m), and other bands with a spatial resolution of (60m). The Sentinel-2 has a swath width of (290km), and its images have different applications in remote sensing and GIS. The Sentinel-2 image used in this study was acquired over the University Putra Malaysia campus, Faculty of Engineering, on February 3, 2019 (Figure 6).

![Figure 6. the Sentinel-2 image of the Faculty of Engineering, UPM University, Malaysia](image)

3- Image Noise Removal

In this stage of the research, image pre-processing was performed to reduce and remove the image noise that was obtained during the capture. These corrections included geometric and radiometric corrections, as well as image-to-image registration. Envi software was used to perform all of these corrections. Correcting geometric noise is important for any remotely sensed imagery, and it should be done before proceeding to further processing and analysis [1]. The most important step in performing geometric correction is the selection of Ground Control Points (GCPs) locations. For this study, 14 GCPs were collected and distributed evenly throughout the UAV imagery portions. The selection of GCPs was performed using the Google Earth Pro-Environment, as well as the visual interpretation of the study area UAV image in the Faculty of Engineering, Malaysia, as indicated in Table 1 and Figure 7. The first polynomial transformation was used to correct the geometric noise of this image, and the nearest-neighbor-method (NNM) was applied to calculate a Root-Mean-Square-Error (RMSE), which was found to be equal to 1.17 pixels.

<table>
<thead>
<tr>
<th>No.</th>
<th>Latitude</th>
<th>Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3° 00'40.40&quot;N</td>
<td>101°43'23.57&quot;E</td>
</tr>
<tr>
<td>2</td>
<td>3° 00'41.03&quot;N</td>
<td>101°43'06.01&quot;E</td>
</tr>
<tr>
<td>3</td>
<td>3° 00'36.29&quot;N</td>
<td>101°43'09.43&quot;E</td>
</tr>
<tr>
<td>4</td>
<td>3° 00'41.04&quot;N</td>
<td>101°42'55.82&quot;E</td>
</tr>
<tr>
<td>5</td>
<td>3° 00'17.07&quot;N</td>
<td>101°42'54.90&quot;E</td>
</tr>
<tr>
<td>6</td>
<td>3° 00'26.79&quot;N</td>
<td>101°43'19.64&quot;E</td>
</tr>
<tr>
<td>7</td>
<td>3° 00'28.06&quot;N</td>
<td>101°42'55.03&quot;E</td>
</tr>
<tr>
<td>8</td>
<td>3° 00'36.35&quot;N</td>
<td>101°42'59.05&quot;E</td>
</tr>
<tr>
<td>9</td>
<td>3° 00'34.31&quot;N</td>
<td>101°43'24.49&quot;E</td>
</tr>
<tr>
<td>10</td>
<td>3° 00'29.34&quot;N</td>
<td>101°43'11.75&quot;E</td>
</tr>
<tr>
<td>11</td>
<td>3° 00'16.71&quot;N</td>
<td>101°43'02.14&quot;E</td>
</tr>
<tr>
<td>12</td>
<td>3° 00'17.41&quot;N</td>
<td>101°43'10.26&quot;E</td>
</tr>
<tr>
<td>13</td>
<td>3° 00'20.34&quot;N</td>
<td>101°43'17.48&quot;E</td>
</tr>
<tr>
<td>14</td>
<td>3° 00'25.69&quot;N</td>
<td>101°43'02.63&quot;E</td>
</tr>
</tbody>
</table>
The next step was to perform image registration for the Sentinel-2 and WorldView-2 images. This was done by considering the UAV image as the reference image and the other two images as slaves. The image-to-image technique was used to register the reference and slave images. Figure 8 illustrates the image-to-image registration process performed between the reference and slave images.

The next correction method for the utilized images was the removal of radiometric noise. This is an essential step in digital imagery to eliminate the effects of the atmosphere and sun illumination [2, 16]. The dark-object subtraction (DOS) was selected to remove the radiance error from all data: UAV, WorldView-2, and Sentinel-2 images. Figure 9 illustrates the final corrected images with all noise types removed. Then, in the processing step, image layer stacking, image subsetting, and image filtering were performed to make all datasets ready for further processing and analysis and to save processing time and storage.
In this research, after finishing the application of image layer stacking, area sub-setting, and imagery filtering, the three Multi-Spectral images were integrated and fused using two different spectral sharpening approaches. The first level of fusion was done using the Brovey method between the UAV image and each of the WorldView-2 and Sentinel-2 images. The UAV image is considered the reference image in image fusion processing because it is the highest-resolution image, and both the WorldView-2 and Sentinel-2 images are considered as slave images. The Brovey pan-sharpening technique uses a mathematical combination for integrating different spatial resolution (high and low) bands, as reported.
by Vrabel [43]. For this approach, each multispectral imagery is multiplied by the ratio of a high-resolution band and then divided by the multispectral image. The Brovey transform was invented by American scientists to increase the visual contrast at the low and high ends of the image histogram [44]. The Brovey approach is an arithmetic operation combination that requires spectral band normalization before performing multiplication by the high-resolution image or band. The Brovey approach may lead to color distortion [45]. The outcome of the processing will automatically resample the multispectral bands to the high-resolution image pixel size [46]. The fused channels of the R, G, and B image bands (MSout) are explained in detail in the equations below [47]. The result of the RGB image will have the same input high-resolution band pixel size. The Brovey approach equations are:

\[
MS_{out} = \frac{MS_i}{MS_{tot}} \text{ HRI}
\]  

(1)

where, \(MS_i\), is the \(i\)-th spectral band, \(MS_{tot}\), is the combination of the spectral bands, \(MS_{tot}\) calculates by the following equations [47]:

\[
MS_{tot} = \frac{1}{n} + \sum_{i=1}^{n} MS_i
\]  

(2)

\[
MS_{tot} = \frac{\sum_{i=1}^{n} \phi_i MS_i}{\sum_{i=1}^{n} \phi_i}
\]  

(3)

The second algorithm that used the image fusion technique mentioned in previous sections is the GS algorithm. The GS sharpening technique is used to enhance the multi-spectral spatial resolution bands by integrating both the high and low spatial image resolutions [48]. The GS simulates the high-resolution of the spectral band from the low-spatial resolution spectral band, making it the more accurate method. This is because it adopts the spectral responses of the sensor to calculate the high-resolution dataset. The low-spatial resolution spectral bands are adopted for simulating the UAV image bands. The stages of performing the GS algorithm are outlined below [49].

The first stage is to simulate the UAV image band (high-spatial-resolution band) from the WorldView-2 and/or the Sentinel-2 image (lower-spatial-resolution-spectral bands)

\[
UAV_{sim} = \sum_{k=1}^{n} W_k MS_k
\]  

(4)

where \((W_k)\) represents a pixel weight, and \((MS_k)\) represents a Multi-Spectral image.

The second is performing the GS transformation on the UAV image band, the third is replacing the UAV image band [a high-spatial-resolution] band with a first GS band. A four is employing the inverse of the GS transform from the UAV spectral bands. Figure 10 (a, b, c, d, e & F) shows the six levels of the fused images employing both the Brovey and GS algorithms on WorldView-2 and the Sentinel-2 satellite images.
5- Multi-Spectral Image Classifications

Many classification methods are adopted and applied for mapping and estimating the LU/LC patterns [50]. However, to perform imagery classification, the training and testing sites must be collected properly for every single class to orient the processing of the imagery classification and the assessment of outcome results [51]. The training samples will be compared to a corresponding region of interest (ROIs) group. The candidate sites group from the same groups and/or class may be spectrally similar [50]. For that, a wide range of candidate pixels should be sampled [46]. Ground-Truth References (GTR) must be observed to employ Pixel-Based Classifications (PBC). The GTR is usually selected by different techniques, such as using GPS devices in fieldwork or very high-resolution satellite or aerial images [52]. However, in the present study, Google Earth Pro was adopted for collecting the samples and testing sites using the Imagery-Visual-Interpretation-Process. The Google Earth Pro imagery has high spatial-resolution-quality imagery, and that must help for discovering the features in the Faculty of Engineering, UPM University. Eight classes were used to classify and produce the pattern of the LU/LC estimating map: Urban Roof-1, Urban Roof-2, Urban Roof-3, Urban Roof-4, Water, Grass, Roads, and Vegetation. Four urban roofs were selected in this study because the buildings in the study area have different roof materials. From the above datasets, 50% were presented as training samples. However, about 25% will be selected for the validation process. The training sites are used to train the classifier method. Both the sites of training and testing are equally distributed and collected into the imagery to guarantee accurate classification outputs. About 550 pixels were selected for each class of the eight classes for this study from each multi-spectral image of the UAV, WorldView-2, and Sentinel-2, and the six fused images using the GS and Brovey methods.

In this study, the ML method was applied to classify all nine images (three of them are multi-spectral images of UAV, WV-2, and Sentinel-2, and the other six are fused images). Using the ML algorithm for performing image classification in this study is efficient because it has a high efficiency when applied to multi-spectral images with High-Spatial-Resolution [53]. The default parameters of the ML were applied during the image classification process. The nine outputs of classified images were evaluated using the confusion matrix. The overall accuracy (OA) and the kappa coefficient (KC) are commonly adopted for result assessment [54]. The ML equations are indicated below:

\[
OA = \frac{\sum_{i=1}^{c} n_{ij}}{n}
\]

\[
\text{kappa Coefficient} = \frac{\sum_{i=1}^{c} n_{ij} - \sum_{i=1}^{c} n_{i}n_{j} + n}{n^2 - \sum_{i=1}^{c} n_{i}}
\]

where \(n\) represents the total number of pixels, \(n_0\) is equal to the total number of classified pixels, \(n_i\) is the instance number, and label \(j\) has been classified in the label \(i\). The first stage of imagery classification is to conduct a supervised classification using the ML classifier to classify the multispectral images of the Faculty of Engineering and surrounding area in Serdang, Selangor, Malaysia, from the UAV, WorldView-2, and Sentinel-2, in order to generate the LU/LC pattern. The classification outcomes resulted in three different maps. All phases of imagery processing, analysis, classification, and accuracy assessment were conducted using the software called {Envi V. 5.3}. The confusion matrix was applied to assess the obtained results [55]. The evaluations of all classifications indicate that the classified Sentinel-2 image has the highest accuracy compared to the other images, with an overall accuracy of about 86.84% and a kappa coefficient value of 0.85, both visually and statistically. Figures 11-a to 11-c shows the maps estimating the LU/LC of the UAV, WorldView-2, and Sentinel-2 Multi-Spectral images. Table 2 presents the values of overall accuracy and kappa coefficients.

\[\text{Figure 11. The maps of LU/LC using ML classifier, (A) classified UAV image, (B) classified WorldView-2 image, (C) classified Sentinel-2 imagery}\]
The statistical results indicate in Table 2 represent the OAs and the KCs of all the three classified Multispectral images (UAV, WorldView-2, and Sentinel-2) using the ML method. It is found that the highest OA and KC values were obtained from classified the Sentinel-2 multispectral images with the (OA and KC) values of about 86.84% and 0.85 respectively. However, the UAV classified image by ML has the lowest value of (OA and KC) about {76.49 %} and {0.69} respectively. Compared with the third classified WorldView-2 image. The classified WorldView-2 image record the second-highest (OA and KC) value with {85.10%} and {0.80} respectively.

### 6- Pan-Sharpening Images Classifications

#### 6-1- Brovey Pan-Sharpening Image Classification

In this study, an image fusion method called the Brovey sharpening technique was employed on the three multi-spectral images (UAV, WorldView-2, and Sentinel-2) to produce three levels of fused images. Then, image classification using the ML classifier was applied to improve and enhance the estimating LU/LC, and to achieve the highest procedure accuracy. Furthermore, the eight classes mentioned in section 5 were classified for the three fused images. The confusion matrix was used to assess the outcomes and to calculate the overall accuracies (OAs) and kappa coefficients (KCs) of each level of fused images. A statistical comparison was made between the outcomes of the assessments. The pattern of the LU/LC maps is presented in Figure 12, and Table 3 provides the results of the assessments.

<table>
<thead>
<tr>
<th>Method</th>
<th>Remote Sensing Images</th>
<th>Overall accuracy (%)</th>
<th>Kappa coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>UAV- Sentinel-2</td>
<td>85.75</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>WV2-Sentinel-2</td>
<td>80.44</td>
<td>0.76</td>
<td></td>
</tr>
</tbody>
</table>

The statistical values indicated in Table 3 represent the results of the OA and the KC of all three levels of the classified fused images using the Brovey transformation method on the UAV, WorldView-2, and Sentinel-2 images with the ML technique as a classifier for this stage. It was found that the highest OA and KC values were obtained from the classified image of the integration and image fusion that was made between the UAV and the Sentinel-2 images. This fused image
obtained OA and KC values of about 85.75% and 0.82, respectively. However, the classified image by the ML approach on the fused image obtained from the fusion between the UAV and WorldView-2 images had the lowest OA and KC values of 76.68% and 0.71, respectively, when compared to the third classified fused image of WorldView-2 and Sentinel-2 images, which had the second-highest OA and KC values of 80.44% and 0.76, respectively.

6-2- The GS Pan-Sharpening Image Classification

The third image classification was performed on the fused images of the multispectral images (UAV, WorldView-2, and Sentinel-2) using an image fusion algorithm called the GS spectral-sharpening technique. The three fused images were classified by also employing the ML classifier to estimate the pattern of the LU/LC. Eight classes were selected to classify the three fused images, as the same as the previous classified images in the above sections. The obtained classified fused images were validated using the confusion-matrix approach. After that, a statistical comparison was conducted on all the obtained outcomes of the three classified fused images to determine which procedure has the most accurate results regarding others. The comparison shows that adopting the ML classifier on the fused images of integrating both WorldView-2 and Sentinel-2 images has the highest OA of about 88.47% with KC at about 0.85. Figure 13 and Table 4 illustrate the classified fused images using the GS method and the statistical results obtained.

Figure 13. shows classified fused image using ML classifier, (a) classified UAV and Sentinel-2 fused images, (B) classified UAV and WorldView-2 fused images, (C) classified WorldView-2 and Sentinel-2 fused images

Table 4. The overall-accuracies and kappa-coefficients of all classifiers

<table>
<thead>
<tr>
<th>Method</th>
<th>Remote Sensing Images</th>
<th>Overall-Accuracy (%)</th>
<th>Kappa-Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS-sharpening fused Image</td>
<td>UAV - Sentinel-2</td>
<td>83.69</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>UAV - WorldView-2</td>
<td>84.49</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>WorldView2-Sentinel-2</td>
<td>88.47</td>
<td>0.85</td>
</tr>
</tbody>
</table>

The statistical results indicated in Table 4 represent the OAs and KCs of all three classified fused images using the GS sharpening method on the multi-spectral UAV, WorldView-2, and Sentinel-2 images using the ML method as a classifier for this stage. It was found that the highest OA and KC values were achieved by integrating and fusing the images of both the WorldView-2 and Sentinel-2 satellite systems. This fused image had OA and KC values of 88.47% and 0.85, respectively. The classified image by the ML approach on the fused image obtained from the fusion between the UAV and Sentinel-2 images had the lowest OA and KC values, about 83.69% and 0.79%, respectively, when compared to the third classified fused image of UAV and WorldView-2 images, which recorded the second-highest OA and KC values at 84.49% and 0.81%, respectively.

7- Discussion

Figure 14 represents the results of all nine classified images using the ML classifier in terms of the OAs and KCs levels applied to the three multi-spectral images and the six fused images using the Brovey and GS sharpening techniques. The comparison in this study was made between the results of the nine generated LU/LC values, including...
the OAs and KCs obtained from employing the confusion matrix to evaluate the results of the nine classified images. The most significant difficulty faced in this research was that all the adopted images had different spatial resolutions, with Sentinel-2 having the lowest spatial resolution of about 10m and UAV and WorldView-2 having the highest spatial resolutions of about 0.15m and 0.50m, respectively. Image fusion provides superior spatial details and information [55, 56], and different studies have applied imagery fusions between images with low and high spatial resolution [17–22]. The integration and fusion of images are conducted by combining the bands with high spatial information that have objects with high frequency with the multi-spectral information image that has objects with low frequency. By replacing the imagery of high-frequency objects with high-frequency imagery objects, the spatial resolution is improved without losing some of the spectral information [31]. Therefore, in this research, as indicated previously, imagery resampling was done using the bilinear method, and the resampling analysis was made using Envi software.
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**Figure 14.** The classification accuracies assessment and Kappa coefficients of MS and fused data of Multi-spectral and fused data, (A & B) the Multi-spectral images results, (C) and (D) the Brovey fused images results, (E) and (F) the GS fused image results.

Figure 14 illustrates the OAs values obtained for all the classified images by the ML method from each classification of the three Multi-Spectral datasets and the six fused images. The ML method was found to be the best when applied to fuse the images of WorldView-2 and Sentinel-2 when integrated using the GS-sharpening technique. The classification outputs reflect that the highest accuracy is obtained from employing the ML technique. The ML method has an OA of about 88.47% with a KC value of 0.85. However, the other classified images fused by the Brovey method and/or multispectral classified images did not reach this level of accuracy and kappa coefficient. The objective of this research is to investigate and find out how to use different high-spatial-resolution imagery to enhance the accuracy of creating an accurate map of the LU/LC. Therefore, based on all the outcomes obtained in this study, it can be seen that the optimal method to obtain the highest outputs to create the LU/LC map is by employing the imagery integration of WorldView-2 and Sentinel-2 using GS-spectral-sharpening and classification with the ML method.
8- Conclusion

This study analyzes the adoption of different aerial and satellite images with varying spatial resolutions (UAV, WorldView-2, and Sentinel-2) to obtain the most accurate procedure for creating a LU/LC map of the Faculty of Engineering at UPM University and its surrounding area in Serdang, Selangor, Malaysia. A statistical comparison is performed between the results of the three multi-spectral classified images using the ML method and the other six classified fused images using the GS and Brovey approaches. The confusion matrix is adopted for results assessment. The results show that the ML approach using the GS and Brovey methods provides the highest accuracy compared to all other classified fused and multispectral images. The fused classified image with the GS method and the ML approach between WorldView-2 and Sentinel-2 produces the highest outcome among all classified images, with an OA value of 88.47% and a kappa coefficient of 0.85. However, the multispectral UAV classified image by the ML method obtains the lowest accurate result with an OA of 76.49% and a KC of 0.69. Additionally, the classification of the multispectral image of the Sentinel-2 satellite image obtained the second-most accurate result among the nine classified images, with an OA of about 86.84% and a KC of about 0.85. In future work, other approaches and methods such as object-oriented, feature extraction, and image segmentation should be tested and statistically compared with the pixel-based classifiers. The research outcomes will contribute to the academic field and improve the present study for use with different datasets, applications, sources, and sites.
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