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Abstract
This paper presents a novel soft computing-based machine learning technique designed to enhance the trajectory tracking capabilities of mobile robots through the application of neural networks. The goal of this approach is to enhance the accuracy and overall performance of trajectory tracking without the need for manual gain recalibration, which is a tedious and time-consuming task for the designer when setting up the robot. This improvement is achieved by creating a kinematic controller based on neural networks, which are constructed using the kinematic model of the robot. In the initial phase, the controller requires gains defined by the designer. Subsequently, during the application phase, the backpropagation algorithm is used to dynamically adjust the gains of the neural network, aiming to minimize the closed-loop error. One of the key innovations introduced by this controller is the potential for automatic online gain tuning, thereby eliminating the need for a pre-learning phase, typically required by traditional neural controllers. To validate the effectiveness of this approach, the results are systematically analyzed and compared against those obtained using a conventional kinematic controller. Performance metrics reveal the improved precision in trajectory tracking achieved by the controller, with reduced effort, highlighting the performance enhancements in different trajectories.

1- Introduction
Artificial Intelligence (AI) is an advanced and highly promising field in modern computing and science. It originated in the 1950s [1] and has made significant progress, demonstrating its usefulness in various applications. The fundamental aim of AI is to create intelligent systems, encompassing computers, machines, and various artifacts, capable of emulating human-like intelligence, which includes cognitive abilities, learning, and decision-making. These intelligent systems possess the ability to adapt to novel situations, solve problems, and undertake a wide range of tasks [2]. Nowadays, AI is swiftly transforming the world, and its influence is evident across numerous research domains, including robotics [3], medicine [4], and education [5], as well as in applications like classification and grouping problems [1]. Therefore, it is essential to understand the possibilities and limitations of AI to assess when and how to effectively leverage its potential.

The field of mobile robotics is in a state of continuous advancement, with a primary focus on the development and construction of robots capable of autonomous movement and operation [6]. These robots have diverse applications, including infrastructure inspection [7], agriculture [8], and performing tasks in hazardous environments unsuitable for humans [9]. In the realm of mobile robotics, trajectory tracking control stands as a prevalent and actively researched task. Controllers for mobile robots are typically constructed using mathematical models that diligently capture the
behavior of the robot. Nevertheless, owing to the intricate nature of these systems and the multitude of variables at play, a spectrum of challenges emerges, including issues related to model uncertainty and non-linearity. The degree of complexity inherent to the system dictates the magnitude of these challenges [10]. There are three main categories of modeling [11]:

- **Analytical Modelling**: Models are calculated using differential equations of the system.
- **System Identification**: The modeling process is performed based on the measurement of the input-output data of the system.
- **Soft Computing**: Contemporary computational methods within the field of computer science rely on technologies such as artificial intelligence and Deep Learning, among others. Techniques within this category encompass neural networks, fuzzy systems, and evolutionary algorithms.

Soft computing covers a wide range of problem-solving approaches, especially in engineering areas, inspired by algorithms that emulate human learning to improve their behavior in dynamic environments. Within this context, the use of neural networks for control strategies as a soft computing technique is grounded in their ability to mimic human cognitive processes and their aptitude for tackling vaguely defined problems efficiently when compared to traditional methodologies [12].

Currently, research is being conducted on a variety of intelligent control techniques, including the use of artificial neural networks, genetic algorithms, fuzzy logic, and more, aimed at tackling challenges within the realm of mobile robotics. These challenges encompass tasks such as autonomous navigation in complex and unpredictable environments, as well as the calibration of controllers based on the surface the robot traverses and the desired path to follow, factors that frequently influence the robot’s performance [13, 14]. Artificial neural networks exhibit a remarkable attribute, enabling them to approximate nonlinear systems or processes effectively, even when information is limited. Consequently, the development of a controller with the ability to address uncertainty parameters and nonlinearities within the model offers the potential to significantly improve the trajectory tracking performance of mobile robots [6].

In recent works, artificial neural networks have been employed as a fundamental component in intelligent control systems. Liu & Cong [15] used a neural network to solve the nonlinearity problem present in mobile robots. However, the use of IoT sensors is necessary for the robot to be able to perform effective control under the use of a tracking scheme and a radial basis function adaptive algorithm. This self-adapting algorithm based on IoT and neural networks allows for compensating for the uncertainty of the parameters. However, the accuracy of the neural network model decreases when the parameters are changed, and it is also necessary to use sensors to provide the necessary information from the environment to transmit to the robot. Asai et al. [16] proposed a neural network for robots with sensors. Chen et al. [17] proposed an adaptive neural network to approximate the unknown dynamics of the robot as well as a Lyapunov barrier to limit the robot’s speed. Another study, Mohareri et al. [18], adopts an online approach for tuning the controller parameters. In this case, the neural network is designed to learn the characteristics of the direct model and determine the Jacobian of the system.

There are studies in which the neural network training phase is performed offline. In Yildirim et al. [19], the design of the controller is done by means of a neural network predictor. This is not so feasible because it is necessary to use training data until the appropriate values of the gains are obtained so that the error is minimized. In Mohamed & Hamza [20] and Gou & Liu [21] studies, the neural controller is made from the principles of a neural network of the structure of a PID controller, and with a learning algorithm, the parameters of the PID controller are found to minimize the trajectory tracking error. This would represent more work because it is necessary to find the appropriate values of the gains of each controller so that the error is minimized. Hassan & Saleem [10] propose a combination of a neural network-based controller and model reference adaptive control (MRAC). The inclusion of the model reference adaptive control helps ensure stable tracking even in the presence of parameter uncertainties. The neural network in this model consists of 108 neurons distributed across three layers, utilizing the sigmoidal function as the activation function. The inputs to the network are the reference state and the current state, while the outputs correspond to the controller gains, $k_c$ and $k_v$. The training process involves an offline phase, during which a set of reference trajectories are applied as inputs to the closed-loop system. The backpropagation algorithm is used to determine the gains, and the optimal values are selected once the network is trained. Consequently, if the network is not well-trained, the provided outputs may not be as accurate.

In the Rossomando et al. [22] study, a feedback linearization based on a nominal model and a Radial Basis Function Neural Network (RBF-NN) adaptive dynamic compensation is proposed. A kinematic controller and an inverse dynamics controller are implemented separately. The uncertainty of the dynamics model is compensated by an adaptive neural controller; however, it is not considered a kinematic controller adaptable to changes in trajectory, and the calibration of this controller is not specified. In the Nath et al. [23] study, a radial basis function neural network (RBF-NN) is used to realize a sliding mode adaptive controller (SMC). To improve the error convergence and reduce chattering, the weights of the RBF-NN and the parameters of the SMC are estimated with an adaptive tuning law.
Morales, Aguilar, et al. [24] propose an artificial intelligence-based method called LAMDA (Learning Algorithm for Multivariate Data Analysis) with an adaptive approach. In this study (adaptive LAMDA), the initial parameters of the controller are set, and the control strategy is calculated and updated by an online learning process that evaluates the closed-loop model. The primary challenge with this proposal lies in its dependence on an initial learning phase, which, in specific systems, may not be practically feasible unless it can be executed through simulation. LAMDA has satisfactory results in classification and clustering tasks [25–27], has been tested in a novel way, and has good results in the area of control systems.

In the study conducted by Naveed et al. [28], trajectory tracking for a mobile robot was achieved through the implementation of two distinct control techniques. One of these techniques, referred to as the Direct Reference Adaptive Controller (D-MRAC), embodies a model-dependent approach. The other, known as the Adaptive Neuro-Fuzzy Inference System (ANFIS), represents a data-driven approach. The ANFIS technique is trained using a straightforward State Dependent Riccati Equation (SDRE)-based controller and demonstrates the ability to adapt in the presence of parametric uncertainties. While D-MRAC stands out for its simplicity, it is evident that, in the context of real-world applications characterized by uncertainties, ANFIS emerges as the more suitable choice for effective control. Benhouaballah & Qi-dan [29] proposed a fuzzy logic controller based on Takagi-Sugeno. This method calculates the linear and angular velocity of the mobile robot to meet the control objectives. Then, a genetic algorithm is applied to improve the Fuzzy Logic Controller (FLC) through the optimization of the scaling factors of the fuzzy controller inputs to improve the accuracy and robustness of the trajectory tracking; however, this methodology is recursive and must be done offline.

The key aspects overlooked in the aforementioned studies refer to the requirement of an initial training phase to establish the correlation between the inputs and outputs of the system. This poses a challenge because inadequate training could lead to less accurate results. Therefore, our contribution involves the incorporation of an online learning phase for the controller, which improves precision and performance in tracking trajectories by adapting its behavior based on the error measured between the desired and actual position. In this paper, we use neural networks for the design and self-tuning of the controller in online mode. The neural network architecture closely resembles that of a multilayer perceptron model, and it employs the backpropagation algorithm to reduce the trajectory tracking error of the mobile robot. The advantages of the proposed proposal are the following:

- To enhance the performance of the robot in following a desired trajectory by adjusting the controller gains.
- The controller does not require an offline learning phase.
- The controller initializes its operation with the gains obtained from a conventional kinematic control. Subsequently, it learns from the behavior of the robot and autonomously adjusts the gains to improve its performance.
- Optimizing the controller gains by employing a neural network rooted in the kinematic model. Calibrating these parameters is typically a complex and time-consuming task for designers.

Finally, the performance of the proposed controller is assessed using performance indices commonly employed in control systems, such as ISE, IAE, and ISU, and is compared with a non-self-adjusting kinematic controller to observe enhancements in system behavior when tracking various trajectories.

The paper is organized as follows: Section II presents a theoretical and mathematical overview of neural networks. Section III shows the mathematical representation of the complete model of the mobile robot. The neural network-based controller design is described in Section IV. Experimental results are presented in Section V, a brief conclusion in Section VI, and future work in Section VII.

2- Artificial Neural Networks

Artificial Neural Networks (ANN), a soft computing technique [11], has the ability to approximate nonlinear systems. Its adaptive schemes can reduce the uncertainty of nonlinear systems [30] by tuning their internal parameters. ANNs are generally used for pattern recognition, system control, and computer vision. The most useful neural network for system control purposes is the Multi-layer Perceptron (MLP) [10]. The learning process in ANN consists of modifying the values of the synaptic weights. This is achieved by minimizing a given objective function using the backpropagation algorithm [1, 6]. In supervised learning, the correct output data for a set of input data is known in advance. This data is provided semi-automatically or by a supervisor [31].

Multi-layer Perceptron

It is one of the most widely used schemes at present because it is capable of approximating nonlinear systems, filtering noise, and being a universal approximator, among others. It has limitations due to the difficulty of performing an interpretation of the network because of its nonlinear components. It is characterized because the neurons are grouped at various levels [1, 6].
Figure 1 shows the model of a Multilayer Perceptron Model (MLP). In each interconnection, there are values called synaptic weights. Three types of layers are distinguished. The input layer receives signals from other neurons or from the outside and propagates them to the neurons in the next layer. In the hidden layers, neurons perform nonlinear processing of the received patterns. In the last layer, a network response is given for the input values entered. In general, neurons in one layer are connected to all neurons in the next layer, so there is connectivity throughout the network [1].

![Figure 1. Multilayer Perceptron Model](image)

For a MLP with $C$ layers, $C - 2$ hidden layers and $q = 1, 2, \ldots, C$.

The activation of neurons in the input layer is:

$$a_i^1 = x_i \quad \forall \ i = 1, 2, \ldots, n_1$$

Where $a_i^1$ is the activation of neuron $i$ in the input layer, $x_i$ is the input vector of the artificial neural network, $n_1$ are the neurons in the input layer.

The activation of the neurons of the hidden layer $q$ is:

$$a_i^q = f\left(\sum_{j=1}^{n_q-1} w_{ji}^{q-1} a_j^{q-1} + \theta_i^q\right)$$

$$\forall \ i = 1, 2, \ldots, n_q \quad q = 2, 3, \ldots, C - 1$$

where $a_i^q$ is the activation of neuron $i$ in layer $q$, $a_j^{q-1}$ is the activation of neurons $j$ in layer $q - 1$, $n_q$ are the neurons in layer $q$, $W_{ji}^{q-1}$ is the vector of weights from neuron $j$ to neuron $i$ between layer $q - 1$ and layer $q$, $\theta_i^q$ is the vector of thresholds in layer $q$.

The activation function $f$ corresponds to a hyperbolic tangent (4) and its derivative (5).

$$f(x) = \tanh(x) = \frac{1 - e^{-x}}{1 + e^{-x}}$$

$$f'(x) = \text{sech}^2(x) = 1 - \tanh^2(x)$$

**Multi-layer Perceptron**

It is a supervised learning algorithm [32] responsible for adapting the synaptic weights to minimize the mean square error between the desired output and the actual output. Errors are propagated in the hidden layers and in the output layer [6]. Therefore, learning is posed as a minimization problem of the form:

$$\text{Min}_W E$$

where $W$ are the weights of the network, $E$ is the error function.

The error function is expressed as:

$$E(n) = \frac{1}{2} \sum_{i=1}^{n_c} (s_i(n) - y_i(n))^2$$

where $s_i(n)$ is the desired output value for pattern $n$, $y_i(n)$ is the output value of the network.
To find the minimum of Equation 7 we use the stochastic gradient descent rule also known as backpropagation algorithm since the error committed by the network propagates backwards. This rule consists in modifying each parameter $w$ of the network to minimize the errors committed by the network for each input pattern $n$. [1]. The learning law is as follows:

$$ W(n) = W(n-1) - \alpha \frac{\partial E(n)}{\partial W} $$

(7)

Where $\alpha$ is the learning rate $[0,1]$ and corresponds to the percentage change in which each weight is updated. In this paper the value of alpha has been selected heuristically [33]. However, it can be considered that at high $\alpha$ values a local minimum may not be found, and the algorithm may not even converge, while at low $\alpha$ it may converge to the local minimum but at the cost of longer processing time.

The generalization of the backpropagation algorithm is described as:

$$ W_{kj}^q(n) = W_{kj}^q(n-1) - \alpha \delta_i^{q-1}(n) a_k^q(n); $$

(8)

$$ \forall i = 1,2,...,n_c; \ j = 1,2,...,n_{c-1}; $$

$$ q = 1,2,...,C - 2 $$

Where $a_k^q(n)$ is the activation of neuron $k$ of layer $q$ for pattern $n$ and defining the term $\delta$ associated with neuron $i$ of layer $q + 1$ for pattern $n$, as:

$$ \delta_i^{q-1}(n) = f'(z_i^{q-1}) W_{kj}^q a_k^q + \theta_j^q) \Sigma_{i=1}^{n_{c-1}} \theta_i(q+2) W_j^q $$

(9)

Where $W_{kj}^q$ is the vector of weights from neuron $k$ to neuron $j$ between layer $q$ and layer $q + 1$. Equation 10 needs the derivative of the activation function. This derivative is given by Equation 5.

The generalization for the network thresholds is described as:

$$ \theta_j^{q-1}(n) = \theta_j^{q-1}(n-1) - \alpha \delta_i^{q-1}(n) $$

(10)

$$ \forall j = 1,2,...,n_{c-1}; \ q = 2,...,C - 2 $$

where $\theta_j^{q-1}$ is the vector of thresholds in the $q-1$ layer for the $n$ pattern.

3- Tracking Trajectory of Mobile Robots

Path-finding control is used in scenarios where the operational surroundings are known [34]. Typically, these controllers are designed based on the kinematics of the robot. However, in cases where dynamic characteristics such as inertia, mass, or center of mass undergo changes, the robot’s dynamics are taken into consideration [35]. After generating the desired trajectory, the primary objective for the robot is to accurately track it. However, due to the complexity involved in obtaining dynamic models for these systems and the presence of uncertainties, disturbances, sensor measurement errors, and other factors, errors in robot motion may arise [36]. To address these challenges, the proposed controller is intended to be implemented in such systems, as it can learn from the unknown dynamics of the system’s behavior [37]. This controller enables the robot to achieve and follow the parameterized reference within a specified time period while minimizing tracking errors in a simulated robot environment.

**Robot Model**

The differential mobile robot is a non-omnidirectional system used in typical applications with low mechanical complexity and energy consumption [6]. It consists of two independently controlled conventional wheels and a passive wheel to maintain balance and stability. It is frequently used in control systems due to its fast and nonlinear dynamics [38]. Figure 2 shows the representation of a differential mobile robot, where $O$ is the center of the axis between the left and right wheels, $P$ is the center of gravity of the mobile robot and corresponds to the control point, $\alpha$ is the distance between the central point $O$ joining the drive wheels to point $P$, $r$ is the radius of each wheel and $d$ is the distance between the wheels, $u$ and $\omega$ correspond to the linear velocity and angular velocity respectively, $\phi$ is the orientation of the robot.

Assuming a robot configuration $[x_k, y_k, \phi_k]$ and that the velocity inputs $u_k$ and $\omega_k$ are known at discrete time $t_k$, then using the Euler integration method [39], the estimate of the robot configuration at time $t_k$ is calculated as:

$$ \begin{bmatrix} x_k \\ y_k \\ \phi_k \end{bmatrix} = \begin{bmatrix} x_{k-1} \\ y_{k-1} \\ \phi_{k-1} \end{bmatrix} + \begin{bmatrix} \cos \phi_k & -\alpha \sin \phi_k \\ \sin \phi_k & \alpha \cos \phi_k \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \Delta S \\ \Delta \phi \end{bmatrix} $$

(11)

where $\Delta S = u_k T_s$, $\Delta \phi = \omega_k T_s$ and $T_s = t_k - t_{k-1}$, $T_s$ is the sampling time.
In Rossomando et al. [22], the application of two controllers based on the kinematics and dynamics of the robot is presented. In this work, the dynamic model is considered unknown, so the identification of the behavior of its dynamics is performed with the controller based on neural networks.

**Kinematic Controller**

The kinematic controller presented in Equation 12 is based on the kinematic model of the robot represented by (12), taking into account the coordinates of the point \([x \ y]^T\). The control law, considering a P-type controller [24], is:

\[
\begin{bmatrix}
    u_{\text{ref}}(k) \\
    \omega_{\text{ref}}(k)
\end{bmatrix} =
\begin{bmatrix}
    \cos \varphi(k) & \sin \varphi(k) \\
    \sin \varphi(k) & \cos \varphi(k)
\end{bmatrix}
\times
\begin{bmatrix}
    \frac{x_d(k) - x_d(k-1)}{s_x} + k_x e_x(k) \\
    \frac{y_d(k) - y_d(k-1)}{s_y} + k_y e_y(k)
\end{bmatrix}
\]

(12)

where \(a < 0\). \([u_{\text{ref}} \ \omega_{\text{ref}}]^T\) is the output of the kinematic controller, \(k_x > 0, k_y > 0\) are the controller gains, \(e_x(k) = x_d(k) - x(k)\), \(e_y(k) = y_d(k) - y(k)\) are the position errors in the \(X\) and \(Y\) axes respectively and \(x_d(k)\) and \(y_d(k)\) are the desired coordinates. For the implementation of the kinematic controller based on neural networks we consider, \(u_{\text{ref}}(k) = u(k)\), \(\omega_{\text{ref}} = w(k)\).

**4- Neural Network-based Controller Design**

Traditional tracking control systems for mobile robots do not address model uncertainties, fluctuations in plant parameters, or external disturbances. A proficient controller should deliver satisfactory performance even in the absence of these compensations [10]. The block diagram presented in Figure 3 outlines the suggested neural network architecture and the utilization of neural network-based controllers to guide the system towards the desired reference trajectory.
Figure 4 depicts a flowchart illustrating the proposed controller. It delineates the control stages, featuring a neural network structured akin to a kinematic controller. Additionally, the online learning phase employs the backpropagation algorithm, with the objective of minimizing the position error between the robot and the trajectory points and facilitating the parameter updates of the neural network.

![Flowchart of the proposed methodology](image)

Figure 4. Flowchart of the proposed methodology

From the control laws of the kinematic controller, the design of the Artificial Neural Network (ANN) is carried out. Developing the control law of Equation 13, it is obtained:

\[ u(k) = \cos \varphi (k) \left( \frac{x_d(k) - x_d(k-1)}{r_x} + k_x e_x(k) \right) + \sin \varphi (k) \left( \frac{y_d(k) - y_d(k-1)}{r_y} + k_y e_y(k) \right) \]  
\[ \omega(k) = -\frac{1}{a} \sin \varphi (k) \left( \frac{x_d(k) - x_d(k-1)}{r_x} + k_x e_x(k) \right) + \frac{1}{a} \cos \varphi (k) \left( \frac{y_d(k) - y_d(k-1)}{r_y} + k_y e_y(k) \right) \]

The ANN is created using Equations 14 and 15 and is modelled after a MLP design. This architecture is based on the kinematic controller model of a mobile robot, as shown in Figure 5.

![Neural Network designed from the model of the kinematic controller of the mobile robot](image)

Figure 5. Neural Network designed from the model of the kinematic controller of the mobile robot

The input layer is connected 1 to 1 with the first hidden layer since the weights \( W_{12} \) and \( W_{21} \) are zero. In addition, no threshold is considered in the first hidden layer. These considerations are taken from the neural network design based on the model of the kinematic controller of the mobile robot shown in Figure 5. The gains \( k_x \) and \( k_y \) correspond to the synaptic weights of the neural network that will be adjusted so that the system achieves fast convergence to the desired reference by decreasing the position error. In addition, the activation function used is the hyperbolic tangent described...
by Equation 4. This function serves as a saturation mechanism for the control signals $u$ and $\omega$, ensuring that their values do not exceed certain limits imposed by the actuators. It can take both positive and negative values, preventing the delivery of control signals that surpass the permissible energy levels.

The activation of the neurons in the input layer $q = 1$ is found with Equation 1 and is given by:

$$a_1 = e_x(k)$$  \hspace{1cm} (15)

$$a_2 = e_y(k)$$  \hspace{1cm} (16)

In the hidden layer $q = 2$ we have the following relations:

$$Z_1^2 = k_x e_x(k)$$  \hspace{1cm} (17)

$$Z_2^2 = k_y e_y(k)$$  \hspace{1cm} (18)

The activation of neurons in the hidden layer is found with Equation 2 and is given by:

$$a_1^2 = f(Z_1^2) = \tanh(k_x e_x(k))$$  \hspace{1cm} (19)

$$a_2^2 = f(Z_2^2) = \tanh(k_y e_y(k))$$  \hspace{1cm} (20)

The synaptic weights in the hidden layer are given by:

$$W_{11}^2 = \cos \varphi$$  \hspace{1cm} (21)

$$W_{12}^2 = -\frac{1}{a} \sin \varphi$$  \hspace{1cm} (22)

$$W_{21}^2 = \sin \varphi$$  \hspace{1cm} (23)

$$W_{22}^2 = \frac{1}{a} \cos \varphi$$  \hspace{1cm} (24)

The thresholds in the output layer are given by:

$$\theta_1^3(k) = \frac{x_d(k)-x_d(k-1)}{r_x} \cos \varphi(k) + \frac{y_d(k)-y_d(k-1)}{r_y} \sin \varphi(k)$$  \hspace{1cm} (25)

$$\theta_2^3(k) = -\frac{1}{a} \sin \varphi(k) \left( \frac{x_d(k)-x_d(k-1)}{r_x} \right) + \frac{1}{a} \cos \varphi(k) \left( \frac{y_d(k)-y_d(k-1)}{r_y} \right)$$  \hspace{1cm} (26)

The activation of the neurons of the output layer $q = 3$ is found with Equation 3 and is given by:

$$u(k) = a_1^3 = \tanh(o_u(k))$$  \hspace{1cm} (27)

$$\omega(k) = a_2^3 = \tanh(o_\omega(k))$$  \hspace{1cm} (28)

where:

$$o_u(k) = \cos \varphi(k) f(Z_1^2) + \sin \varphi(k) f(Z_2^2) + \theta_1^3(k)$$  \hspace{1cm} (29)

$$o_\omega(k) = -\frac{1}{a} \sin \varphi(k) f(Z_1^2) + \frac{1}{a} \cos \varphi(k) f(Z_2^2) + \theta_2^3(k)$$  \hspace{1cm} (30)

The objective of the designed controller is to guarantee that the output of the plant output closely tracks the model reference while minimizing the error on both the $x$ and $y$ axes. The gains $k_x$ and $k_y$ will be adjusted by the backpropagation algorithm until the error between the current trajectory and the desired trajectory is approximately zero.

The total trajectory tracking error is:

$$E(n) = \frac{1}{2} (e_x^2 + e_y^2)$$  \hspace{1cm} (31)

The synaptic weights $k_x$ and $k_y$ will be adapted to minimize Equation 31. Thus, the learning is posed as a minimization problem of the form:

$$\text{Min}_{k_x,k_y} E$$  \hspace{1cm} (32)
From Equation 8, learning laws are defined as:

\[ k_x(n) = k_x(n-1) - \alpha \frac{\partial E(n)}{\partial k_x} \]  

(33)

\[ k_y(n) = k_y(n-1) - \alpha \frac{\partial E(n)}{\partial k_y} \]  

(34)

To solve Equations 33 and 34 it is necessary to calculate the following derivates:

\[ \frac{\partial E}{\partial k_x} = \frac{\partial E}{\partial x} + \frac{\partial E}{\partial y} \]  

(35)

\[ \frac{\partial E}{\partial k_y} = \frac{\partial E}{\partial x} + \frac{\partial E}{\partial y} \]  

(36)

Using the chain rule for Equations 35 and 36 we have:

\[ \frac{\partial E}{\partial k_x} = \frac{\partial E}{\partial x} \left( \frac{\partial x}{\partial k_x} \frac{\partial u}{\partial k_x} + \frac{\partial x}{\partial k_x} \frac{\partial u}{\partial k_x} \right) + \frac{\partial E}{\partial y} \left( \frac{\partial y}{\partial k_x} \frac{\partial u}{\partial k_x} + \frac{\partial y}{\partial k_x} \frac{\partial u}{\partial k_x} \right) \]  

(37)

\[ \frac{\partial E}{\partial k_y} = \frac{\partial E}{\partial x} \left( \frac{\partial x}{\partial k_y} \frac{\partial u}{\partial k_y} + \frac{\partial x}{\partial k_y} \frac{\partial u}{\partial k_y} \right) + \frac{\partial E}{\partial y} \left( \frac{\partial y}{\partial k_y} \frac{\partial u}{\partial k_y} + \frac{\partial y}{\partial k_y} \frac{\partial u}{\partial k_y} \right) \]  

(38)

Next, we find the partial derivatives needed to solve Equations 37 and 38.

By subtracting \( e_x \) from Equation 13 and replacing \( e_x(k) = x_d(k) - x(k) \), we have:

\[ x(k) = x_d(k) - \frac{u(k)}{k_x \cos \varphi(k)} \left[ \frac{\sin \varphi(k)(y_d(k+1) - y_d(k) + k_y e_y(k) \tau_z)}{k_x \cos \varphi(k) \tau_z} \right] + \frac{x_d(k+1) - x_d(k)}{k_x \tau_z} \]  

(39)

By subtracting \( e_y \) from Equation 13 and replacing \( e_y(k) = y_d(k) - y(k) \), we have:

\[ y(k) = y_d(k) - \frac{u(k)}{k_y \sin \varphi(k)} \left[ \frac{\cos \varphi(k)(x_d(k+1) - x_d(k) + k_x e_x(k) \tau_z)}{k_y \cos \varphi(k) \tau_z} \right] + \frac{y_d(k+1) - y_d(k)}{k_y \tau_z} \]  

(40)

By subtracting \( e_x \) from Equation 14 and replacing \( e_x(k) = x_d(k) - x(k) \), it is obtained:

\[ x(k) = x_d(k) - \frac{\cos \varphi(k)(y_d(k+1) - y_d(k) + k_y e_y(k) \tau_z)}{k_x \cos \varphi(k) \tau_z} + \frac{\omega(k) a}{k_y \cos \varphi(k)} + \frac{x_d(k+1) - x_d(k)}{k_x \tau_z} \]  

(41)

By subtracting \( e_y \) from Equation 14 and replacing \( e_y(k) = y_d(k) - y(k) \), it is obtained:

\[ y(k) = y_d(k) - \frac{\sin \varphi(k)(x_d(k+1) - x_d(k) + k_x e_x(k) \tau_z)}{k_y \cos \varphi(k) \tau_z} - \frac{\omega(k) a}{k_y \cos \varphi(k)} + \frac{y_d(k+1) - y_d(k)}{k_y \tau_z} \]  

(42)

Obtaining the partial derivative:

\[ \frac{\partial x}{\partial u} = -\frac{1}{k_x \cos \varphi} \]  

(43)

\[ \frac{\partial y}{\partial u} = -\frac{1}{k_y \sin \varphi} \]  

(44)

\[ \frac{\partial x}{\partial \omega} = \frac{a}{k_x \sin \varphi} \]  

(45)

\[ \frac{\partial y}{\partial \omega} = \frac{a}{k_y \cos \varphi} \]  

(46)

From Equation 31 the derivative of the error with respect to the position in \( x \) and \( y \) is:

\[ \frac{\partial E}{\partial x} = -e_x \]  

(47)

\[ \frac{\partial E}{\partial y} = -e_y \]  

(48)

From Equations 27 and 28 and replacing Equation 5 we obtain:

\[ \frac{\partial u}{\partial u_o} = f'(u_o) = 1 - \tanh^2(u_o) \]  

(49)

\[ \frac{\partial \omega}{\partial u_o} = f'(u_o) = 1 - \tanh^2(u_o) \]  

(50)

From Equations 29 and 30, it is obtained:

\[ \frac{\partial u_o}{\partial \alpha_1} = \cos \varphi \]  

(51)
\[
\frac{\partial u}{\partial a_1} = \frac{1}{a} \sin \varphi \tag{52}
\]
\[
\frac{\partial u}{\partial a_2} = \sin \varphi \tag{53}
\]
\[
\frac{\partial u}{\partial a_3} = \frac{1}{a} \cos \varphi \tag{54}
\]

Considering the derivative of the activation function described by Equation 5, it is obtained:
\[
\frac{\partial a_1}{\partial Z_1} = 1 - \tanh^2(e_{kx}) \tag{55}
\]
\[
\frac{\partial a_2}{\partial Z_2} = 1 - \tanh^2(e_{ky}) \tag{56}
\]

Finally, from Equations 18 and 19 the derivatives respect \(k_x\) and \(k_y\) are:
\[
\frac{\partial z_1}{\partial k_x} = e_x \tag{57}
\]
\[
\frac{\partial z_2}{\partial k_y} = e_y \tag{58}
\]

5- Experimental Tests

The neural network and the proposed controller are deployed on a 3DX Pioneer robot within a 3D virtual robotic interface. CoppeliaSim Edu serves as a robotic simulator equipped with an integrated development environment, commonly employed for system simulation, hardware control, remote monitoring, product presentation, control algorithm development, and various robotics applications. Its effectiveness and versatility in simulating robotic systems arise from the capability to individually control each component of the system, taking into account its kinematics, dynamics, and the surrounding environment using diverse control mechanisms [40]. The controllers have been programmed in MATLAB and seamlessly incorporated into the software through plug-ins. Figure 6 shows the navigation interface within CoppeliaSim, featuring the 3DX Pioneer robot.

![Figure 6. Development Environment of CoppeliaSim](image_url)

The robot trajectory tracking control will be applied in three different trajectories. The trajectories tested are: Circular (56), Square (57), Lemniscate (58). Graphical and numerical comparisons are performed to check the performance of the designed controller in this control task.

The starting point for all trajectories will be equal to \((x,y) = (0,0)m\).

\[
\begin{align*}
    x_{ref}(k) &= 2 \cos(0.033\pi k T_0) \\
    y_{ref}(k) &= 2 \sin(0.033\pi k T_0) \\
\end{align*}
\tag{59}
\]
\[
\begin{align*}
    x_{ref}(k) &= 1.5 \forall k T_0 \in [0,15]; \ 4.5 - 0.2 k T_0 \forall k T_0 \in [15,30]; \\
    &-1.5 \forall k T_0 \in [30,45]; \ -10.5 + 0.2 k T_0 \forall k T_0 \in [45,60] \\
    y_{ref}(k) &= (-1.5 + 0.2 k T_0) \forall k T_0 \in [0,15]; \ 1.5 \forall k T_0 \in [15,30]; \\
    &7.5 - 0.2 k T_0 \forall k T_0 \in [30,45]; \ -1.5 \forall k T_0 \in [45,60]; \\
\end{align*}
\tag{60}
\]
The initial parameters for the kinematic controller based on neural networks presented in Equations 14 and 15 are: \( k_x = 1, k_y = 1, \alpha = 0.03 \). For the conventional kinematic controller (12) the initial parameters are \( k_x = 1, k_y = 1 \).

These values were determined using a heuristic method. However, when adjusting them, opting for lower gain values would result in an extended timeframe for the mobile robot to reach the trajectory. Conversely, choosing higher gain values could expedite trajectory completion, but this might entail potential drawbacks such as reduced trajectory tracking precision or an increased risk of instability. Elevated gain values would also amplify both linear and angular velocities, thereby increasing the mechanical strain on the actuators.

For experimentation, we propose to compare the neural network-based kinematic controller (NN Controller) with a conventional proportional kinematic controller (P Controller). It is worth noting that the comparison is only made with the latter controller because the literature reports it as the most widely used method for trajectory tracking. Many proposals in the literature focus on compensating the dynamic model in cascade structures, where the outer loop is responsible for controlling the kinematics of the controller, which is the aspect we aim to improve with our proposal.

The comparison is performed by calculating performance indices. These are numerical indicators employed in control systems to evaluate the efficacy of controller and its selection. Typically, the chosen parameters should be such that they minimize the values associated with the performance indexes [41].

The Integral of the Squared Error, as described in Equation 62, serves as a metric for system calibration. Systems calibrated using this metric demonstrate a rapid decrease in error during the transient state. Minimizing this metric not only leads to improved system performance but also reduces energy consumption in achieving the reference state [42].

\[
ISE = \int_0^t e^2(t) dt
\]  

(62)

Integral of the Absolute Value of the Error, as depicted in Equation 63, is utilized for calibrating systems. When systems are calibrated using this index, they exhibit satisfactory damping and acceptable transient response [43].

\[
IAE = \int_0^t |e(t)| dt
\]  

(63)

Integral of the Control Output Squared is defined by Equation 64. This index represents the control effort employed by the controller. Reducing this index will result in decreased energy consumption by the controller [44].

\[
ISU = \int_0^t u^2(t) dt
\]  

(64)

Figure 7-a shows the tracking of the mobile robot for a circular trajectory with radius 2m, while Figure 7-b presents the tracking error in that trajectory. The trajectory followed by the NN controller is less oscillatory and reached more quickly than the P controller specially at the beginning of the simulation. With the conventional P Controller (see Figure 8), The control signals for linear and angular velocity exhibit pronounced and high-amplitude oscillations, which may impact the durability of the robot’s actuators. Furthermore, the saturation point for linear velocity on the mobile robot is reached. These oscillations diminish as the robot converges to the desired trajectory.
Figure 7. a) Circular Trajectory Followed by the Robot, b) Tracking Error

Figure 8. a) Linear Velocity in Circular Trajectory, b) Angular Velocity in Circular Trajectory

Figure 9 illustrates the variation of controller gains along the path followed by the robot, showing the adjustments made during the online adaptation process. The kinematic controller based on neural networks effectively mitigates these oscillations, rendering them smoother. This improvement arises from the self-adjustment of plant gains, facilitating the rapid convergence of the current trajectory to the desired one. Consequently, the controller ensures that the linear speed control signal does not reach its maximum saturation value.
Figure 9. Variation of the Gains of the Kinematic Controller based on Neural Networks in the Circular Trajectory

Figure 10-a presents the performance of the mobile robot for a square trajectory with side of 3m. Figure 10-b illustrates the tracking error for this path. Notably, the NN controller exhibits less oscillation and achieves quicker convergence compared to the P controller, particularly at the beginning of the simulation and in the corners. In contrast, the conventional P Controller (as seen in Figure 11) leads to substantial and high-amplitude oscillations in the control signals for linear and angular velocity. Additionally, the angular velocity of the mobile robot reaches its saturation point.

Figure 10. a) Square Trajectory Followed by the Robot, b) Tracking Error
Figure 11. a) Linear Velocity in Circular Trajectory, b) Angular Velocity in Circular Trajectory

Figure 12 provides a visual representation of the dynamic changes in controller gains as the robot traverses its path, revealing the adaptive adjustments executed during the online adaptation process. The kinematic controller, which is founded on neural networks, excels at attenuating these oscillations, resulting in a smoother trajectory. This enhancement is attributed to the autonomous fine-tuning of plant gains, expediting the swift alignment of the current trajectory with the desired one.

Figure 12. Variation of the Gains of the Kinematic Controller based on Neural Networks in the Square Trajectory
Figure 13-a illustrates the mobile robot's performance along a lemniscate trajectory, and Figure 13-b depicts the tracking error related to this path. It is worth noting that a significant reduction in angular velocity oscillations (see Figure 14) is observed when analyzing the NN controller. Nonetheless, it is crucial to emphasize that both controllers visibly adhere to the trajectory effectively.

Figure 13. a) Lemniscate Trajectory Followed by the Robot, b) Tracking Error
Figure 14. a) Linear Velocity in Lemniscate Trajectory, b) Angular Velocity in Lemniscate Trajectory

Figure 15 offers a graphical depiction of the dynamic alterations in controller gains as the robot navigates its trajectory, showcasing the adaptive modifications implemented during the online adaptation process.

In general terms, both the conventional P controller and the NN controller follow the desired trajectory. The main distinction becomes apparent when the robot is far from the reference point, where our proposed method significantly reduces oscillations in order to approach it. These oscillations are particularly reflected in the linear and angular velocities, which, when of considerable magnitude, can potentially impact the performance of the actuators.

In the context of angular velocity, the results indicate a noticeable reduction in oscillations, leading to smoother signals that remain within the expected ranges. Consequently, this behavior facilitates a rapid convergence of the system towards the reference value. The significant decrease in oscillations in this control signal stands out as a notable advantage of employing this neural network-based control approach.

Regarding linear velocity, the observed vibrations are primarily attributed to the inherent nonlinearity of the system. Even though controllers can stabilize the system around an equilibrium point, the mechanical and dynamic nonlinearities within the robot's system can introduce minor oscillations, especially when operating near the boundaries of its workspace or under varying dynamic conditions. Another potential contributing factor could be axis coupling issues. In robots with multiple degrees of freedom, motion on one axis can influence the others. Although the controller independently stabilizes each axis, interactions between them can lead to unintended oscillations.

The results presented in Figure 16 highlight a significant quantitative performance enhancement achieved by the NN controller compared to the conventional P controller. Specifically, in terms of the IAE, ISE, and ISU performance indices for linear speed, the NN controller exhibits an improvement of over 10% compared to the conventional P-type controller. Notably, the most remarkable performance enhancement becomes evident in the angular velocity indices, with some
trajectories showing improvements exceeding 100%. This substantial improvement underscores the validity of our approach. While the ISE and IAE indices demonstrate a more modest quantitative enhancement, qualitatively, a considerable improvement in the following trajectory is observed.

Figure 16. Performance Indexes for a) Circle Trajectory, b) Square Trajectory, c) Lemniscate Trajectory

6- Conclusions

This paper introduces the development of a neural network-based controller. Starting with the kinematic controller model of a mobile robot, we design a neural network. The neural network architecture resembles that of a multilayer perceptron model and is utilized for the design and self-tuning of the controller. The controller gains, representing the adjustable parameters, are fine-tuned using the backpropagation algorithm to minimize the trajectory tracking error of the mobile robot in online mode. An important difference from traditional approaches is that this designed controller eliminates the necessity for an offline learning phase.

In qualitative terms, the proposed controller demonstrates better control performance when compared to the commonly used conventional P controller for trajectory tracking, as extensively observed in the reviewed literature. Hence, it becomes evident that, particularly at the beginning of the simulations, the NN controller surpasses the conventional P controller, reducing the oscillations considerably until reaching the reference. This advantage stems from the reduced trajectory error and diminished oscillations in both linear and angular velocity control signals, which in turn prolongs the operational life of the actuators.

It is noteworthy that control schemes employed in these systems typically follow a cascade structure, where the inner loop governs the system dynamics while the outer loop manages the kinematics. In this context, our proposal has been dedicated to enhancing the robot's positional control and trajectory tracking performance. Subsequently, we intend to further concentrate on optimizing the dynamic aspects of the system.

6-1-Future Work

As future work, we plan to conduct real-world testing of the NN controller in order to thoroughly validate its performance. This will involve considering the real response of the system to dynamic changes and assessing the ability of the controller to adapt to such variations, as demonstrated in previous studies. Moreover, we underscore the significance of testing this controller on more intricate robotic systems, such as quadcopters or UAVs, to broaden its scope of application.
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